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Graded Type Theory provides a mechanism to track and reason about resource usage in type systems. In this paper, we develop GraD, a novel version of such a graded dependent type system that includes functions, tensor products, additive sums, and a unit type. Since standard operational semantics is resource-agnostic, we develop a heap-based operational semantics and prove a soundness theorem that shows correct accounting of resource usage. Several useful properties, including the standard type soundness theorem, non-interference of irrelevant resources in computation and single pointer property for linear resources, can be derived from this theorem. We hope that our work will provide a base for integrating linearity, irrelevance and dependent types in practical programming languages like Haskell.
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1 INTRODUCTION

Consider this typing judgement.

\[ x : \text{Bool}, y : \text{Int}, z : \text{Bool} \vdash \text{if } x \text{ then } y + 1 \text{ else } y - 1 : \text{Int} \]

Here, the numbers in the context indicate that the variable \( x \) is used once in the expression, the variable \( y \) is also used only once (although it appears twice), and the variable \( z \) is never used at all.

This sentence is a judgement of a graded type system which ensures that the grades or quantities annotating each in-scope variable reflects how it is used at run time. Graded type systems have been explored in much detail in the literature [Atkey 2018; Brunel et al. 2014; Gaboardi et al. 2016; Ghica and Smith 2014; McBride 2016; Orchard et al. 2019; Petricek et al. 2014]. The process of tracking usage through grades is straightforward, but this is a powerful method of instrumenting type systems with analyses of irrelevance and linearity that have practical benefits like erasure of irrelevant terms (resulting in speed-up) and compiler optimizations (such as in-place update operations)
of linear resources). This approach is also versatile. By abstracting over a domain of resources, the same form of type system can be used to guarantee safe memory usage, or prevent insecure information flow, or quantify information leakage, or identify irrelevant computations, or combine various modal logics. Several research languages, such as Idris 2 [Brady 2020] and Agda [Agda-Team 2020], are starting to adopt ideas from this domain, and new systems like Granule [Orchard et al. 2019] are being developed to explore its possibilities.

Our concrete motivation for studying graded type systems is a desire to merge Haskell’s current form of a linear type system [Bernardy et al. 2018] with dependent types [Weirich et al. 2017] in a clean manner. Crucially, the combined system must support type erasure: the compiler must be able to eliminate type arguments to polymorphic functions. Type erasure is key both to support parametric polymorphism and to efficiently execute Haskell programs. We discuss this in more detail in Section 2.

Although Haskell is our eventual goal, our work remains general. Our designs are compatible with the current approaches in GHC, but are not specialized to Haskell.

We make the following contributions in this paper:

- Our system flexibly abstracts over an algebraic structure used to count resources. Section 3 describes this structure—a partially-ordered semiring—and its properties. This use of a resource algebra is standard, although we identify subtle differences in its specification.
- Section 4 presents a simple graded type system, with standard algebraic types and a graded modal type. This system is not novel; instead, it establishes a foundation for the dependent system. However, even at this stage, we identify subtleties in the design space.
- Because the standard operational semantics does not track resources, type safety does not imply that usage tracking is correct. Section 5 describes a heap-based operational semantics, inspired by Turner and Wadler [1999]. Every variable in the heap has an associated resource tag from our abstract structure, modelling how resources are used during computation. We prove that our type system is sound with respect to this instrumented semantics. This theorem tells us that well-typed terms will not get stuck by running out of resources. In the process of showing that this result holds, we identify a key restriction on case analysis that was not forced by the non-resourced version of type safety.
- Using soundness, we show (a generalization of) the single pointer property for linear resources in Section 6. The single pointer property says that a linear resource is referenced by precisely one pointer at runtime. Such a property would enable in-place updates of linear resources.
- Our key contribution is the design of the language, GraD, extending our ideas to dependent types. In contrast to other approaches [Atkey 2018], we use the same rules to check relevant and irrelevant phrases (that is, terms and types). When computing the resources used by the entire term, we discard irrelevant usages. Types are irrelevant to computation, so our system ignores these usages. We describe the design of the type system in Section 7 and extend the soundness proof with respect to a heap semantics in Section 8.

Our system is thus both simpler and more uniform than prior work that combines usage tracking with dependent types. In particular, Quantitative Type Theory (QTT) [Atkey 2018; McBride 2016] disables resource checking in types, leading to limitations on the sorts of reasoning that can be done in the type system. On the other hand, Resourceful Dependent Types [Abel 2018] and GrTT [Moon et al. 2020] maintain separate counts of usages in types and terms, incurring additional bookkeeping for less benefit. Section 9.3 provides a detailed comparison of our work with QTT.
We have mechanized, in Coq, some intricate syntactic properties of our development (substitution, weakening, preservation, progress). These proof scripts are available online at http://www.github.com/sweirich/graded-haskell.

An extended version of this paper is available at http://arxiv.org/abs/2011.04070.

2 OUR GOAL

While the exploration of graded type systems in this paper is applicable to a wide array of examples (see Section 3.2), we were originally motivated to study such systems in the context of GHC/Haskell, where we wish to combine its existing support for linearity [Bernardy et al. 2018] (available as of GHC 9.0) with support for dependent types [Eisenberg 2016; Gundry 2013; Weirich et al. 2019, 2017].

A key advantage of a successful combination of graded and dependent types for Haskell is that it allows us to use the 0 quantity to mean irrelevant usage, where an irrelevant sub-term is one that is not needed while computing the reduct of the concerned term. Irrelevant sub-terms are quite common in terms derived in dependent type systems. They are essential for type-checking the terms but if left as such, they can make programs run much slower. So we need to track irrelevant sub-terms and erase them before running a program. Weirich et al. [2017] use a relevance tag +/− on the Π for this purpose. On the other hand, Bernardy et al. [2018] use a linearity tag 1/ω on the function domain type to track linear usage. We can combine these two together using 0, 1 and ω to track irrelevant, linear and unrestricted usages respectively. This has an added advantage. It will allow us to provide Haskell programmers the option of annotating arguments with a usage tag that subsumes relevance and linearity tags [Eisenberg 2018]. So the use of 0 to mark irrelevance fits in swimmingly with Haskell’s current story around linear types.

Furthermore, given that we plan to implement these ideas concretely inside GHC, it is essential that the system be as simple as possible. As discussed in more detail in Section 9.3, our system eliminates features that are not necessary in our case. Doing so will aid in integration with the rest of the GHC implementation.

Our intentions laid out, we start our exploration by reviewing semirings, the key algebraic structure used to abstractly represent grades.

3 THE ALGEBRA OF QUANTITIES

The goal of a graded type theory is to track the demands that computations make on variables that appear in the context. In other words, the type system enables a static accounting of runtime resources “used” in the evaluation of terms. This form of type system generalizes linear types (where linear resources must be used exactly once) [Wadler 1990] and bounded linear types (where bounded resources must be used a finite number of times) [Girard et al. 1992], as well as many, many other type systems [Abadi et al. 1999; Miquel 2001; Pfenning 2001; Reed and Pierce 2010; Volpano et al. 1996].

This generality derives from the fact that the type system is parametrized over an abstract algebraic structure of grades to model resources.1 The abstract algebraic structure enables addition and multiplication of resources and these operations conform to our general understanding of resource arithmetic. A partially-ordered semiring is one such algebraic structure that captures this idea of resource modelling nicely.

1Grades are also called quantities, modalities, resources, coeffects or usages.
3.1 Partially-Ordered Semirings

A semiring is a set $Q$ with two binary operations, $+_\cdot : Q \times Q \to Q$ (addition) and $\cdot : Q \times Q \to Q$ (multiplication), and two distinguished elements, 0 and 1, such that $(Q, +, 0)$ is a commutative monoid and $(Q, \cdot, 1)$ is a monoid; furthermore, multiplication is both left and right distributive over addition and zero is an annihilator for multiplication. Note that a semiring is not a full ring because addition does not have an inverse—we cannot subtract.

We mark the variables in our contexts with quantities drawn from a semiring to represent demand of resources. In other words, if we have a typing derivation for a term $a$ with free variable $x$ marked with $q$, we know that $a$ demands $q$ uses of $x$.

We can weaken the precision of our type system (but increase its flexibility) by allowing the judgement to express higher demand than is actually necessary. For example, we may need to use some variable only once but it may be convenient to declare that the usage of that variable is unrestricted. To model this notion of sub-usage, we need an ordering on the elements of the abstract semiring, reflecting our notion of leniency. A partial order captures the idea nicely. Since we work with a semiring, such an order should also respect the binary operations of the semiring. Concretely, for a partial order $\leq$ on $Q$, if $q_1 \leq q_2$, then for any $q \in Q$, we should have $q + q_1 \leq q + q_2$, $q \cdot q_1 \leq q \cdot q_2$, and $q_1 \cdot q \leq q_2 \cdot q$. A semiring with a partial order satisfying this condition is called a partially-ordered semiring.

This abstract structure captures the operations and properties that the type system needs for resource accounting. Because we are working abstractly, we are limited to exactly these assumptions. In practice, it means our design is applicable to settings beyond the simple use of natural numbers to count resources.

3.2 Examples of Partially-Ordered Semirings

Looking ahead, there are a few semirings that we are interested in. The trivial semiring has a single element, and all operations just return that element. Our type system, when specialized to this semiring, degenerates to the usual form of types as the quantities are uninformative.

The boolean semiring has two elements, 0 and 1, with the property that $1 + 1 = 1$. A type system drawing quantities from this semiring distinguishes between variables that are used (marked with one) and ones that are unused (marked with zero). In such a system, the quantity 1 does not correspond to a linear usage: this system does not count usage, but instead checks whether a variable is used or not.

There are two different partial orders that make sense for the boolean semiring. If we use the reflexive relation, then this type system tracks relevance precisely. If a variable is marked with 0 in the context, then we know that the variable must not be used at runtime, and if it is marked with 1, then we know that it must be used. On the other hand, if the partial ordering declares that $0 \leq 1$, then we still can determine that 0-marked variables are unused, but we do not know anything about the usage of 1-marked variables.

The linearity semiring has three elements, 0, 1 and $\omega$, where addition and multiplication are defined in the usual way after interpreting $\omega$ as “greater than 1”. So, we have $1 + 1 = \omega$, $\omega + 1 = \omega$, and $\omega \cdot \omega = \omega$. A system using the linearity semiring tracks linearity by marking linear variables with 1 and unrestricted variables with $\omega$. A suitable ordering in this semiring is the reflexive closure of $\{(0, \omega), (1, \omega)\}$. We do not want $0 \leq 1$, since then we would not be able to guarantee that linear variables in the context are used exactly once. This semiring is the one that makes the most sense for Haskell as it integrates linearity (1) with irrelevance (0) and unrestricted usage ($\omega$).

The five-point linearity semiring has five elements, 0, 1, Aff, Rel and $\omega$, where addition and multiplication are defined in the usual way after interpreting Aff as “1 or less”, Rel as “1 or more”,
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types

\[ A, B ::= \text{Unit} \mid \varnothing A \to B \mid \Box q A \mid A \otimes B \mid A \oplus B \]

terms

\[ a, b ::= x \mid \lambda x : q. a \mid a \cdot b \mid \text{unit} \mid \text{let unit} = a \text{ in } b \mid \text{box } a \mid \text{let box } x = a \text{ in } b \mid \text{inj}_1 a \mid \text{inj}_2 a \mid \text{case}_q a \text{ of } b_1 ; b_2 \]

usage contexts

\[ \Gamma ::= \emptyset \mid \Gamma, x : q.A \]

contexts

\[ \Delta ::= \emptyset \mid \Delta, x:A \]

typing judgement

\( \Delta ; \Gamma \vdash a : A \)

Fig. 1. The simply typed graded \( \lambda \)-calculus

and \( \omega \) as unrestricted. An ordering reflecting this interpretation is the reflexive transitive closure of \( \{(0, \text{Aff})\), \( (1, \text{Aff})\), \( (1, \text{Rel})\), \( (\text{Aff}, \omega)\), \( (\text{Rel}, \omega)\)\}. This semiring can be used to track irrelevant, linear, affine, relevant, and unrestricted usage.

A security semiring is based on a lattice of security levels, with increasing order representing decreasing security. The \( + \) and \( \cdot \) correspond to the join and meet operations of the lattice respectively. The partial order corresponds to the lattice order and 0 and 1 are the Private and Public security levels respectively. Public can never be as or more secure than Private, i.e. Public \( \not< \) Private. This lattice may include additional elements besides Private and Public, corresponding to multiple levels of secrecy. As Abel and Bernardy [2020] describe, security type systems defined in this way differ from the usual convention (such as Abadi et al. [1999]) in that security levels are relative to 1, the level of the program under execution.

Many other examples of semirings are possible. Orchard et al. [2019] and Abel and Bernardy [2020] include comprehensive lists of several other applications including a type system for differential privacy [Reed and Pierce 2010] and a type system that tracks covariant/contravariant use of assumptions.

Partially-ordered semirings have been used to track resource usage in many type systems [Abel and Bernardy 2020; Atkey 2018; Brunel et al. 2014; Gaboardi et al. 2016; Ghica and Smith 2014; McBride 2016; Orchard et al. 2019; Petricek et al. 2014] but there are some variations with respect to the formal requirements. For example: Brunel et al. [2014] require the underlying set (of the semiring) along with the order to form a bounded sup-semilattice while Abel and Bernardy [2020] define the order using an additional meet operation on the underlying set; McBride [2016] uses a hemiring (a semiring without 1) while Atkey [2018] uses a semiring where zero-usage satisfies a certain condition. Our theory is parametrized by a partially ordered semiring as defined in Section 3.1. We add additional constraints as required only while deriving specific properties in Section 6.

4 A SIMPLE GRADED TYPE SYSTEM

Our goal is to design a dependent usage-aware type system. But, for simplicity, we start with a simply-typed usage-aware system similar to the system of Petricek et al. [2014]. The grammar for this system appear in Figure 1 on page 5. It is parametrized over an arbitrary partially-ordered semiring \((Q, 1, \cdot, 0, +, \leq)\) with grades \( q \in Q \).

The typing judgement for this system has the form \( \Delta ; \Gamma \vdash a : A \); the rules appear inline below. This judgement includes both a standard typing context \( \Delta \) and a usage context \( \Gamma \), a copy of the typing context annotated with grades. For brevity in examples, we often elide the standard typing
context as the information is subsumed by the usage context. Indeed, in any derivation, the typing context and the usage context correspond:

**Notation 4.1.**
- The notation \( \lfloor \Gamma \rfloor \) denotes a typing context \( \Delta \) same as \( \Gamma \), but with no grades.
- The notation \( \Gamma \) denotes the vector of grades in \( \Gamma \).
- The notation \( \Delta \vdash \Gamma \) denotes that \( \Delta = \lfloor \Gamma \rfloor \).

**Lemma 4.2 (Typing context correspondence).** If \( \Delta ; \Gamma \vdash a : A \), then \( \Delta \vdash \Gamma \).

This style of including both a plain typing context \( \Delta \) and its usage counterpart \( \Gamma \) in the judgement is merely for convenience; it allows us to easily tell when two usage contexts differ only in their quantities. There are many alternative ways to express the same information in the type system: we could have only one usage context \( \Gamma \) and add constraints, or have a typing context \( \Delta \) and a separate vector of quantities.

### 4.1 Type System Basics

We are now ready to start our tour of the typing rules of this system.

**Variables.**

\[
\begin{align*}
\text{ST-Var} & : \frac{x \notin \text{dom} \Delta}{\Delta \vdash \Gamma}
\end{align*}
\]

\[
\begin{align*}
\text{ST-Weak} & : \frac{x \notin \text{dom} \Delta}{\Delta ; \Gamma \vdash a : B}
\end{align*}
\]

We see here that a variable \( x \) has type \( A \) if it has type \( A \) in the context—that part is unsurprising. However, as is typical in this style of systems, the context is extended to include \( 0 \cdot \Gamma \): this notation means that all variables in \( \Gamma \) must have a quantity of 0.

**Notation 4.3 (Context scaling).** The notation \( q \cdot \Gamma \) denotes a context \( \Gamma' \) such that, for each \( x : r A \in \Gamma \), we have \( x : q \cdot r A \in \Gamma' \).

The rule \text{ST-Var} states that all variables other than \( x \) are not used in the expression \( x \), that is why their quantity is zero. Note also that \( x : 1 A \) occurs last in the context. If we wish to use a variable that is not the last item in the context, the rule \text{ST-Weak} allows us to remove (reading from bottom to top) zero-usage variables at the end of a context.

**Sub-usage.**

\[
\begin{align*}
\text{ST-Sub} & : \frac{\Delta ; \Gamma_1 \vdash a : A \quad \Gamma_1 \leq \Gamma_2}{\Delta ; \Gamma_2 \vdash a : A}
\end{align*}
\]

We may allow our contexts to provide more resources than is necessary. Sub-usaging, as it is commonly referred to, allows us to assume more resources in our context than are necessary.

**Notation 4.4 (Context sub-usage).** The notation \( \Gamma_1 \leq \Gamma_2 \) means \( \lfloor \Gamma_1 \rfloor = \lfloor \Gamma_2 \rfloor \) where, for every corresponding pair of assumptions \( x : q_1 A \in \Gamma_1 \) and \( x : q_2 A \in \Gamma_2 \), the condition \( q_1 \leq q_2 \) holds.

**Functions.**

\[
\begin{align*}
\text{ST-Lam} & : \frac{\Delta, x : A \vdash \Gamma, x : q_1 A + a : B}{\Delta ; \Gamma \vdash \lambda x : A. a : (q_1 A \rightarrow B)}
\end{align*}
\]

\[
\begin{align*}
\text{ST-App} & : \frac{\Delta ; \Gamma \vdash a : (q A \rightarrow B)}{\Delta ; \Gamma \vdash a \cdot a b : B}
\end{align*}
\]

Any quantitative type system must be careful around expressions that contain multiple sub-expressions. Function application is a prime example, so we examine rule \text{ST-App} next. In this rule,
we see that the function \( a \) has type \( q A \to B \), meaning that it uses its argument, of type \( A \), \( q \) times to produce a result of type \( B \). Accordingly, we must make sure that the argument expression \( b \) can be used \( q \) times. Put another way, we must multiply the usage required for \( b \), as recorded in the typing context \( \Gamma_2 \), by \( q \). We see this in the context used in the rule’s conclusion: \( \Gamma_1 + q \cdot \Gamma_2 \).

This introduces another piece of important notation:

**Notation 4.5 (Context addition).** Adding contexts \( \Gamma_1 + \Gamma_2 \) is defined only when \([\Gamma_1] = [\Gamma_2] \). The result context \( \Gamma_1 \) is obtained by point-wise addition of quantities; i.e., for every \( x : q A \in \Gamma_1 \) and \( x : q' A \in \Gamma_2 \), we have \( x : q + q' A \in \Gamma_3 \).

Our approach using two contexts \( \Delta \) and \( \Gamma \) works nicely here. Because both premises to rule \( \text{ST-App} \) use the same \( \Delta \), we know that the required precondition of context addition is satisfied. The high-level idea here is common in sub-structural type systems: whenever we use multiple sub-expressions within one expression, we must split the context. One part of the context checks one sub-expression, and the remainder checks other sub-expression(s).

**Example 4.6 (Irrelevant application).** Before considering the rest of the system, it is instructive to step through an example involving a function that does not use its argument in the context of the linearity semiring. We say that such arguments are irrelevant. Suppose that we have a function \( f \), of type \( 0 B \to 1 A \to A \). (Just from this type, we can see that \( f \) must be constant in \( B \).) Suppose also that we want to apply this function to some variable \( x \). In this case, define the usage contexts

\[
\begin{align*}
\Gamma_0 &= f : (0 B \to 1 A \to A) \\
\Gamma_1 &= \Gamma_0, x : 0 B \\
\Gamma_2 &= f : (0 B \to 1 A \to A), x : 1 B
\end{align*}
\]

and construct a typing derivation for the application:

\[
\text{ST-App} \quad \Delta \vdash \Gamma_1 + 0 \cdot \Gamma_2 \vdash f \cdot x : 1 A \to A
\]

Working through the context expression \( \Gamma_1 + 0 \cdot \Gamma_2 \), we see that the computed final context, derived in the conclusion of the application rule is just \( \Gamma_1 \) again. Although the variable \( x \) appears free in the expression \( f x \), because it is the argument to a constant function here, this use does not contribute to the overall result.

### 4.2 Data Structures

#### Unit

\[
\begin{align*}
\text{ST-Unit} & \quad \Delta ; \; \emptyset \vdash \; \text{unit} : \text{Unit} \\
\text{ST-UnitE} & \quad \Delta ; \; \Gamma_1 \vdash a : \text{Unit} \\
& \quad \Delta ; \; \Gamma_2 \vdash b : B \\
& \quad \Delta ; \; \Gamma_1 + \Gamma_2 \vdash \text{let} \; \text{unit} = a \; \text{in} \; b : B
\end{align*}
\]

The Unit type has a single element, unit. To eliminate a term of this type, we just match it with unit. Since the elimination form requires the resources used for both the terms, we add the two contexts in the conclusion of rule \( \text{ST-UnitE} \).

\[
\begin{align*}
\text{ST-Box} & \quad \Delta ; \; \Gamma \vdash a : A \\
& \quad \Delta ; \; q \cdot \Gamma \vdash \text{box}_q a : \Box q A
\end{align*}
\]

\[
\begin{align*}
\text{ST-LetBox} & \quad \Delta \vdash \Gamma_1 \vdash a : \Box q A \\
& \quad \Delta, x : A ; \; \Gamma_2 \vdash b : B \\
& \quad \Delta ; \; \Gamma_1 + \Gamma_2 \vdash \text{let} \; \text{box} x = a \; \text{in} \; b : B
\end{align*}
\]

The type $\Box^q A$ is called a \textit{graded modal type} or \textit{usage modal type}. It is introduced by the construct $\text{box}_q a$, which uses the expression $q$ times to build the box. This box can then be passed around as an entity. When unboxed (rule \text{ST-LetBox}), the continuation has access to $q$ copies of the contents.

<table>
<thead>
<tr>
<th>Products</th>
<th>ST-Pair</th>
<th>ST-Spread</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta ; \Gamma_1 \vdash a : A$</td>
<td>$\Delta ; \Gamma_2 \vdash b : B$</td>
<td>$\Delta ; \Gamma_1 + \Gamma_2 \vdash (a, b) : A \otimes B$</td>
</tr>
</tbody>
</table>

The type system includes (multiplicative) products, also known as tensor products. The two components of these pairs do not share variable usages. Therefore the introduction rule adds the two contexts together. These products must be eliminated via pattern matching because both components must be used in the continuation. An elimination form that projects only one component of the tuple would lose the usage constraints from the other component. Note that even though both components of the tuple must be used exactly once, by nesting a modal type within the tuple, programmers can construct data structures with components of varying usage.

<table>
<thead>
<tr>
<th>Sums</th>
<th>ST-Case</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta ; \Gamma_1 \vdash a : A_1 \oplus A_2$</td>
<td>$\Delta ; \Gamma_2 \vdash b_1 : \Box^q A_1 \rightarrow B$</td>
</tr>
<tr>
<td>$\Delta ; \Gamma_2 \vdash b_2 : \Box^q A_2 \rightarrow B$</td>
<td>$\Delta ; q \cdot \Gamma_1 + \Gamma_2 \vdash \text{case}_q a \text{ of } b_1; b_2 : B$</td>
</tr>
</tbody>
</table>

Last, the system includes (additive) sums and case analysis. The introduction rules for the first and second injections are no different from a standard type system. However, in the elimination form, rule \text{ST-Case}, the quantities used for the scrutinee can be different than the quantities used (and shared by) the two branches. Furthermore, the case expression may be annotated with a quantity $q$ that indicates how many copies of the scrutinee may be demanded in the branches. Both branches of the case analysis \textit{must} use the scrutinee at least once, as indicated by the $1 \leq q$ constraint.

### 4.3 Type Soundness

For the language presented above, we define an entirely standard call-by-name reduction relation $a \leadsto a'$, included in the extended version of this paper. With this operational semantics, a syntactic proof of type soundness follows in the usual manner, via the entirely standard progress and preservation lemmas. The substitution lemma that is part of this proof is of particular interest to us, as it must account for the number of times the substituted variable ($x$, in our statement) is used when computing the contexts used in the conclusion of the lemma:

**Lemma 4.7 (Substitution).** If $\Delta_1 ; \Gamma \vdash a : A$ and $\Delta_1, x : A, \Delta_2 ; \Gamma_1, x : \Box q A, \Delta_2 \vdash b : B$, then $\Delta_1, \Delta_2 ; \Gamma_1 + q \cdot \Gamma, \Gamma_2 \vdash b(a/x) : B$.

### 4.4 Discussion and Variations

At this point, the language that we have developed recalls systems found in prior work, such as Brunel et al. [2014], Orchard et al. [2019], Wood and Atkey [2020] and Abel and Bernardy [2020]. Most differences are cosmetic—especially in the treatment of usage contexts. Of these, the most similar is the concurrently developed Abel and Bernardy [2020], which we compare below.
• First, Abel and Bernardy [2020] include a slightly more expressive form of pattern matching. Their elimination forms for the box modality and products multiply each scrutinee by a quantity \( q \), providing that many copies of its subcomponents to the continuation, as in our rule ST-CASE. For simplicity, we have omitted this feature; it is not difficult to add.

• Second, Abel and Bernardy [2020] require that the semiring include least-upper bounds for the partial order of the semiring. This allows them to compose case branches with differing usages.

• Third, in the rule for case, like Abel and Bernardy [2020], we need the requirement that \( 1 \leq q \). In our system as well as theirs, it turns out that this requirement is not motivated by the standard type soundness theorem: the theorem holds without it. Their condition was instead motivated by their parametricity theorems. Our condition is motivated by the heap soundness theorem that we present in the next section.

The standard type soundness theorem is not very informative because it does not show that the quantities are correctly used. Therefore, to address this issue, we turn to a heap-based semantics, based on Launchbury [1993] and Turner and Wadler [1999], to account for resource usage during computation.

5 HEAP SEMANTICS FOR SIMPLE TYPE SYSTEM

A heap semantics shows how a term evaluates when the free variables of the term are assigned other terms. The assignments are stored in a heap, represented here as an ordered list. We associate an allowed usage, basically an abstract quantity of resources, to each assignment. We change these quantities as the evaluation progresses. For example, a typical call-by-name reduction goes like this:

\[
\begin{align*}
[x \mapsto 1, & y \mapsto x + x](x + y) \\
\Rightarrow [x \mapsto 1, & y \mapsto x + x]1 + y & \text{ look up value of } x, \text{ decrement its usage} \\
\Rightarrow [x \mapsto 1, & y \mapsto x + x]1 + (x + x) & \text{ look up value of } y, \text{ decrement its usage} \\
\Rightarrow [x \mapsto 1, & y \mapsto x + x]1 + (1 + x) & \text{ look up value of } x, \text{ decrement its usage} \\
\Rightarrow [x \mapsto 0, & y \mapsto x + x]1 + (1 + 1) & \text{ look up value of } x, \text{ decrement its usage} \\
\Rightarrow [x \mapsto 0, & y \mapsto x + x]3 & \text{ addition step}
\end{align*}
\]

5.1 The Step Judgement

The reduction above is expressed informally as a sequence of pairs of heap \( H \) and expression \( a \). We formalize this relation using the following judgement, which appears in Fig 2.

\[
[H] a \Rightarrow^r_S [H'; u'; \Gamma'] a'
\]

The meaning of this relation is that \( r \) copies of the term \( a \) use the resources of the heap \( H \) and step to \( r \) copies of the term \( a' \), with \( H' \) being the new heap. The relation also maintains additional information, which we explain below.

Heap assignments are of the form \( x \mapsto q \Gamma \vdash a : A \), associating an assignee variable with its allowed usage \( q \) and assignment \( a \). The embedded context \( \Gamma \) and type \( A \) help in the proof of our soundness theorem (5.11). For a heap \( H \), we use \( [H] \) to represent \( H \) excluding the allowed usages and \( \|H\| \) to represent just the list of underlying assignments. We call \( [H] \) and \( \|H\| \) the erased and bare views.

\[\text{We don’t have Int type and + function in our language, but we use them for the sake of explanation.}\]
Therefore, after a step

\[ [H] a \Rightarrow^r [H'; u'; \Gamma'] a' \]  

(Small-step reduction relation (excerpt))

\[ \text{Small-Var} \]

\[ 1 \leq r \]

\[ [H_1, x \mapsto \Gamma \vdash a \in H_2] x \Rightarrow \bigvee [H_1, x \mapsto \Gamma \vdash a \in H_2; 0^{H_1} \circ r \circ 0^{H_2}; \emptyset] a \]

\[ \text{Small-AppL} \]

\[ [H] a \Rightarrow^{r \cup fv} [H'; u'; \Gamma] a' \]

\[ [H] a b \Rightarrow^{r} [H'; u'; \Gamma] a' b \]

\[ x \notin Var H \cup fv b \cup fv a - \{y\} \cup S \]

\[ a' = a\{x/y\} \]

\[ [H] (\lambda y : a . A) b \Rightarrow^{r,q} [H, x \mapsto b \vdash A) 0^{H} \circ 0; x : r^{q} A] a' \]

\[ \text{Small-AppBeta} \]

\[ [H] \text{case}_{q} a \text{ of } b_1; b_2 \Rightarrow^{q} [H'; u'; \Gamma] \text{case}_{q} a' \text{ of } b_1; b_2 \]

\[ [H] \text{case}_{q} (\text{inj}_1 a) \text{ of } b_1; b_2 \Rightarrow^{r} [H; 0^{H}; \emptyset] b_1 a \]

\[ \text{Small-CaseL} \]

\[ [H] \text{case}_{q} \text{ of } b_1; b_2 \Rightarrow^{r} [H'; u'; \Gamma] a' \]

\[ [H] \text{case}_{q} (\text{inj}_2 a) \text{ of } b_1; b_2 \Rightarrow^{r} [H; 0^{H}; \emptyset] b_2 a \]

\[ \text{Small-Case2} \]

\[ \text{Small-Sub} \]

\[ [H_1] a \Rightarrow^{r} [H'; u'; \Gamma] a' \]

\[ H_1 \leq H_2 \]

\[ [H_2] a \Rightarrow^{r} [H'; u'; \Gamma] a' \]

Fig. 2. Heap semantics (excerpt)

**Notation 5.1.** The notation \(0^n\) denotes a vector of \(0\)'s of length \(n\). The notation \(u_1 \circ u_2\) denotes concatenation. Here \(fv a\) stands for the free variables of \(a\) while \(Var H\) stands for the domain of \(H\) and the free variables of the terms appearing in the assignments of \(H\).

of \(H\) respectively. For example, for \(H = [x \mapsto \Gamma \vdash a : A]\), the erased view \([H] = [x \mapsto \Gamma \vdash a : A]\) and the bare view \([H] = [x \mapsto a]\) and \(\Gamma\) is the embedded context. The vector of allowed usages of the variables in \(H\) is denoted by \(\overline{H}\).

Because we use a call-by-name reduction, we don’t evaluate the terms in the heap; we just modify the quantities associated with the assignments as they are retrieved. Therefore, after any step, \(H'\) will contain all the previous assignments of \(H\), possibly with different usages. Furthermore, a beta-reduction step may also add new assignments to \(H\). To allocate new variable names appropriately, we need a support set \(S\) in this relation; fresh names are chosen avoiding the variables in this set. We keep track of these new variables that are added to the heap along with the allowed usages of their assignments using the added context \(\Gamma'\).\(^3\) Therefore, after a step \([H] a \Rightarrow^{r} [H'; u'; \Gamma'] a'\), the length of \(H'\) is the sum of the lengths of \(H\) and \(\Gamma'\).

Now, because we work with an arbitrary semiring (possibly without subtraction), this heap semantics is non-deterministic. For example, consider a step \([x \mapsto a] x \Rightarrow [x \mapsto a] a\), where

\(^3\)Instead of full contexts \(\Gamma'\), we could have just used a list of variable/usage pairs here; but we pass dummy types along with them for ease of presentation later.
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loads new assignment into the heap instead of immediate substitu-
...ation vector, with its components showing usage at the corresponding variables in $H'$. (The length of $u'$ will always be the same as $H'$.)

Finally, owing to the presence of case expressions that can use the scrutinee more than once, we need to be able to evaluate several copies of the scrutinee in parallel before passing them on to the appropriate branch. So we step $r$ copies of a term $a$ in parallel to get $r$ copies of $a'$. We call $r$ the copy quantity of the step. For the most part, we shall be interested in copy quantity of 1.

**Notation 5.2.** We use $[H] \ a \Rightarrow_S \ [H'; \ u'; \ \Gamma']$ to denote $[H] \ a \Rightarrow^r_S \ [H'; \ u'; \ \Gamma'] \ a'$.

### 5.2 Reduction Relation

Figure 2 contains an excerpt of the reduction relation. They mirror the ordinary small-step rules, but there are some crucial differences. For example, this relation includes rule **Small-Var** that allows a variable look-up, provided its usage permits. The look-up consumes the copy quantity from the allowed usage. But the copy quantity cannot be arbitrary here – we are consuming the resource at least once. So we restrict the copy quantity to be 1 or more. This is the only rule that modifies the usage of an existing variable in the heap.

In this relation, rule **AppBeta** loads new assignment into the heap instead of immediate substitution. The substitution happens in steps through variable look-ups. To avoid conflict, we choose new variables excluding the ones already in use. Since we are evaluating $r$ copies, we set the allowed usage of the variable to $r \cdot q$ where $q$ is the usage annotation on the term.

Let us look at rule **Small-CaseL**. This is interesting since the copy quantity in the premise and the conclusion are different. In fact, we introduced copy quantity to properly handle usages while evaluating case expressions. For evaluating $r$ copies of the case expression, we need to evaluate $r \cdot q$ copies of the scrutinee since the scrutinee gets used $q$ times in either branch.

The rule **Small-Sub** reduces the allowed usages in the heap and then lets the term take a step. Here, we use $H_1 \leq H_2$ to mean $[H_1] = [H_2]$ and for corresponding pair of assignments $x \xhookrightarrow{q_1} \Gamma \vdash a : A$ and $x \xhookrightarrow{q_2} \Gamma \vdash a : A$ in $H_1$ and $H_2$ respectively, the condition $q_1 \leq q_2$ holds.

The multi-step reduction relation is the transitive closure of the single-step relation. In rule **Multi-Many**, the consumption vectors from the steps are added up and the added contexts of new variables are concatenated. The copy quantity is the same in both the premises and the conclusion since the rule represents parallel multi-step evaluation of $r$ copies.

\[
[\Gamma] \ a \Rightarrow_S^r \ [H'; \ u'; \ \Gamma] \ b
\]

**Multi-Many**  
\[
[\Gamma] \ a \Rightarrow_S^r \ [H'; \ u'; \ \Gamma_1] \ b_1 \\
[\Gamma_2] \ b 
\]

\[
[\Gamma] \ a \Rightarrow_S^r \ [H'''; \ u''; \ \Gamma_1, \ \Gamma_2] \ b
\]

**5.3 Accounting of Resources**

The reduction relation enforces fair usage of resources, leading to the following theorem.
Theorem 5.3 (Conservation). If $[H] a \Rightarrow [H'; \ u' ; \ \Gamma'] a'$, then $H' + u' \leq H \circ \Gamma'$.

Here, $H$ represents the initial resources and $\Gamma'$ represents the newly added resources; whereas $H'$ represents the resources left and $u'$ the resources that were consumed. So the theorem says that the initial resources concatenated with those that are added during evaluation, are equal to or more than the remaining resources plus those that were used up. Note that if the partial order is the trivial reflexive order, $\leq$ becomes an equality. In such a scenario, the reduction relation enforces strict conservation of resources. More generally, this theorem states that we don’t use more resources than what we are entitled to.

Unlike the substitution-based semantics, in this heap semantics, terms can “get stuck” due to lack of resources. Let us look at the following evaluation:

$$[x \mapsto 2, y \mapsto 1] (x + x) (x + y) \Rightarrow [x \mapsto 1, y \mapsto x + x] 1 + y \text{ look up value of } x, \text{ decrement its usage}$$

$$\Rightarrow [x \mapsto 1, y \mapsto x + x] 1 + (x + x) \text{ look up value of } y, \text{ decrement its usage}$$

$$\Rightarrow [x \mapsto 1, y \mapsto x + x] 1 + (1 + x) \text{ look up value of } x, \text{ stuck!}$$

The evaluation gets stuck because the starting heap does not contain enough resources for the evaluation of the term. The term needs to use $x$ thrice; whereas the heap contains only two copies of $x$.

But this is not the only way in which an evaluation can run out of resources. Such a situation may also happen through “unwise usage”, even when the starting heap contains enough resources. For example, over the linearity semiring, the evaluation: $[x \mapsto \omega] x + (x + x) \Rightarrow [x \mapsto 5] 5 + (x + x) \Rightarrow [x \mapsto 5] 5 + (5 + x)$ gets stuck because in the first step, $\omega$ was “unwisely” split as $1 + 1$ instead of being split as $\omega + 1$.

Our aim, then, is to show that given a heap that contains enough resources, a well-typed term that is not a value, can always take a step such that the resulting heap contains enough resources for the evaluation of the resulting term. We shall formalize what it means for a heap to contain enough resources. But before that, let us explore the relationship between the various possible steps a term can take when provided with a heap.

5.4 Determinism and Alpha-Equivalence

Earlier, we pointed out that the step relation is non-deterministic. But on a closer look, we find that the non-determinism is limited more or less to the usages. If a term steps in two different ways when provided with a heap, the resulting terms are the same; the resulting heaps, though, may have different allowed usage vectors. Here, we formulate a precise version of this statement.

A term, when provided with a heap, can step either by looking up a variable or by adding a new assignment. Now, if the heap does not contain duplicate assignments for the same variable, look-up will always produce the same result. We call such heaps proper. Note that the reduction relation maintains this property of heaps. So hereafter, we restrict our attention to proper heaps. Next, if a term steps by adding a new assignment, we may choose different fresh variables leading to different resulting terms. But such a difference is reconcilable. Viewed as closures, such heap term pairs are $\alpha$-equivalent.
Given a heap $H$ and a term $a$, let us call $(\llbracket H \rrbracket, a)$ a machine configuration. Two heap term pairs are $\alpha$-equivalent if the corresponding machine configurations are identical up to systematic renaming of assignee variables. We denote $\alpha$-equivalence by $\sim_\alpha$.

The step relation, then, is deterministic in the following sense:

**Lemma 5.4 (Determinism).** If $[H_1] \ a_1 \Rightarrow_S' \ [H'_1; \ u'_1; \ \Gamma'_1] \ a'_1$ and $[H_2] \ a_2 \Rightarrow_S' \ [H'_2; \ u'_2; \ \Gamma'_2] \ a'_2$ and $(H_1, a_1) \sim_\alpha \ (H_2, a_2)$, then $(H'_1, a'_1) \sim_\alpha \ (H'_2, a'_2)$.

The lemma above says that, if a term, when provided with a heap, takes a step in two different ways, then the resulting heap term pairs are basically the same. We know that the ordinary small-step semantics is deterministic. The inclusion of allowed usages in the heap semantics is not to produce multiple reducts but just to block evaluation at the point where consumption reaches its permitted limit. This is an important point and needs elaboration.

Call a reduction consisting of $n$ steps an $n$-chain reduction. Also, for a reduction $[H] \ a \Rightarrow_S [H'; \ u'; \ \Gamma'] \ a'$, call $\llbracket [H] \ a \Rightarrow [\llbracket H' \rrbracket] \ a'$ the machine view of reduction. Then, the machine view of every $n$-chain reduction of a term in a heap is the same, modulo $\alpha$-equivalence. So, if there exists an $n$-chain reduction of $a$ to $a'$, starting with heap $H$, we know that there is a way by which $a$ can reduce to $a'$ without running out of resources, implying the validity of the reduction. In such a scenario, we may as well forget all the usage annotations and evaluate $a$ for $n$ steps starting with $\llbracket H \rrbracket$. By the above lemma, such an evaluation in this machine environment is deterministic and hence unique. The reduced heap term pair that we get is the same (modulo $\alpha$-equivalence). Along with the soundness theorem, this shall give us a deterministic reduction strategy that is correct.

Now that we see the equivalence of all the possible reducts, we explore its relation with the ordinary small-step reduction.

### 5.5 Bisimilarity

The ordinary and the heap-based reduction relations are bisimilar in a way we make precise below. To compare, we need to define some terms. We call a heap acyclic iff the term assigned to a variable does not refer to itself or to any other variable appearing subsequently in the heap. Note that the reduction relation preserves acyclicity. Hereafter, we restrict our attention to proper, acyclic heaps.

Now, for a heap $H$, define $a\{H\}$ as the term obtained by substituting in $a$, in reverse order, the corresponding terms for the variables in the heap. Then we have the following lemmas:

**Lemma 5.5.** If $[H] \ a \Rightarrow_S [H'; \ u'; \ \Gamma'] \ a'$, then $a\{H\} = a'\{H'\}$ or $a\{H\} \sim a'\{H'\}$. Further, if $[\emptyset] \ a \Rightarrow_S [H'; \ u'; \ \Gamma'] \ a'$, then $a \sim a'\{H'\}$.

**Lemma 5.6.** If $a \sim a_1$, then for a heap $H$, we have $[H] \ a \Rightarrow_S [H, H'; \ u; \ \Gamma] \ a_2$ where $a_2\{H'\} = a_1$.

The heap reduction relation splits the ordinary $\beta$-reduction rules into an assignment addition rule and a variable look-up rule. This enables the heap-based rules to substitute one occurrence of a variable at a time while the ordinary $\beta$-rules substitute all occurrences of a variable at once. If we perform substitution immediately after loading a new assignment to the heap, then the heap-based rules and the ordinary step rules are essentially the same. The above lemmas formalize this idea.

The heap-based rules substitute one occurrence of a variable at a time and keep track of usage and obstruct unfair usage. With this constraint in place, we ought to know how much resources shall be necessary before evaluating a term. This will tell us how much resources the starting heap should contain. The type system helps us know this as we see next.

### 5.6 Heap Compatibility

The key idea behind this language design is that, if the resources contained in a heap are judged to be "right" for a term by the type system, the evaluation of the term in such a heap does not get
stuck. With the heap-based reduction rules enforcing fairness of usage, this would mean that the type system does a proper accounting of the resource usage of terms.

The compatibility relation \( H \vdash \Delta; \Gamma \) presented below expresses the judgement that the heap \( H \) contains enough resources to evaluate any term that type-checks in the usage context \( \Gamma \). A heap that is compatible with some context is called a well-formed heap.

\[
\begin{align*}
H \vdash \Delta; \Gamma \\
\text{Compat-Cons} & \quad H \vdash \Delta; \Gamma_1 \vdash (q \cdot \Gamma_2) \\
& \quad \Delta ; \Gamma_2 \vdash a : A \\
& \quad x \notin \text{dom} \ H \\
\text{Compat-Empty} & \quad \emptyset \vdash \emptyset; \emptyset \\
& \quad H, x \leftrightarrow \Gamma_2 \vdash a : A \vdash \Delta, x : A; \Gamma_1, x : q A
\end{align*}
\]

The rule \textbf{Compat-Cons} rule reminds us of the substitution lemma 4.7. In a way, this rule is converse of the substitution lemma. It loads \( q \) potential single-substitutions into the heap and lets the context use the variable \( q \) times.

\textbf{Example 5.7.} Consider the following derivation:

\[
\begin{align*}
\emptyset \vdash \emptyset & \quad \emptyset \vdash 1 : \text{Int} \\
x_1 \mapsto 1 \mapsto x_1 : 7 \text{Int} & \quad x_1 : 7 \text{Int} \vdash x_1 + x_1 : \text{Int} \\
x_1 \mapsto 1 & \quad x_2 \mapsto x_1 + x_1 \vdash x_1 : 3 \text{Int}, x_2 : 3 \text{Int} \\
x_1 : 1 \text{Int}, x_2 : 2 \text{Int} & \vdash x_1 + (x_2 + x_2) : \text{Int} \\
x_1 \mapsto 1 & \quad x_2 \mapsto 2 \quad x_1 + x_1 \mapsto x_1 + x_1, x_3 \mapsto x_1 + (x_2 + x_2) \mapsto x_1 : 0 \text{Int}, x_2 : 1 \text{Int}, x_3 : 1 \text{Int}
\end{align*}
\]

The context \( x_1 : 7 \text{Int} \) splits its resources amongst derivations of \( x_2 = x_1 + x_1 \) (thrice) and \( x_3 = x_1 + (x_2 + x_2) \) (once). The heap keeps a record, in the form of allowed usages, of how the context gets split. A heap compatible with a context, therefore, satisfies the resource demands of a term derived in this context.

We pointed out earlier that the rule \textbf{Compat-Cons} is like a converse substitution lemma. The following lemma formalizes this idea:

\textbf{Lemma 5.8 (Multi-substitution).} If \( H \vdash \Delta; \Gamma \) and \( \Delta ; \Gamma \vdash a : A \), then \( \emptyset \vdash \emptyset ; \emptyset \vdash a\{H\} : A \).

Because rule \textbf{Compat-Cons} leads to expansion (or reverse substitution), we can re-substitute while maintaining well-typedness. The compatibility relation is crucial to our development. So we explore it in more detail below.

### 5.7 Graphical and Algebraic Views of the Heap

A heap can be viewed as a memory graph where the assignee variables correspond to memory locations and the assigned terms to data stored in those locations. The allowed usage then, is the number of ways the location can be referenced. This gives us a graphical view of the heap.

A heap \( H \) where \( H \vdash \Delta; \Gamma \) can be viewed as a weighted directed acyclic graph \( G_{H; \Gamma} \). Let \( H \) contain \( n \) assignments with the \( j \text{th} \) one being \( x_j \mapsto a_j : A_j \). Then, \( G_{H; \Gamma} \) is a DAG with \( (n + 1) \) nodes, \( n \) nodes corresponding to the \( n \) variables in \( H \) and one extra node for \( \Gamma \), referred to as the source node. Let \( v_j \) be the node corresponding to \( x_j \) and \( v_0 \) be the source node. For \( x_j \mapsto a_j : A_j \in \Gamma_j \) (where \( i < j \)) add an edge with weight \( w(v_j, v_i) := q_{ji} \) from \( v_j \) to \( v_i \). (Note that \( \Gamma_j \) only contains variables

\footnote{For simplicity, we omit the \( \Delta \)s from the compatibility and the typing judgements.}
\(x_1\) through \(x_{j-1}\).) We do this for all nodes, including \(v_g\). This gives us a DAG with the topological ordering \(v_g, v_n, v_{n-1}, \ldots, v_2, v_1\).

For example 5.7, we have the following memory graph\(^5\):

![Memory Graph Example](image)

For a heap compatible with some context, we can express the allowed usages of the assignee variables in terms of the edge weights of the memory graph. Let us define the length of a path to be the product of the weights along the path. Then, the allowed usage of a variable is the sum of the lengths of all paths from the source node to the node corresponding to that variable. Note that this is so for the example graph.

A path \(p\) from \(v_g\) to \(v_j\) represents a chain of references, with the last one being pointed at \(v_j\). The length of \(p\) shows how many times this path is used to reference \(v_j\). The sum of the lengths of all the paths from \(v_g\) to \(v_j\) then gives a (static) count of the total number of times location \(v_j\) is referenced. And this is equal to \(q_j\), the allowed usage of the assignment for \(v_j\) in the heap. This means that the allowed usage of an assignment is equal to the (static) count of the number of times the concerned location is referenced. So, we also call \(q_j\) the count of \(v_j\) and call this property count balance. Below, we present an algebraic formalization of this property of well-formed heaps.

**Notation 5.9.** We use \(\mathbf{0}\) to denote a row vector of 0s of length \(n\) (when \(n\) is clear from the context) and use \(\mathbf{0}^\top\) to denote a column vector of 0s.

For a well-formed heap \(H\) containing \(n\) assignments of the form \(x_i \mapsto q_i : a_i\; : A_i\), we write \(\langle H\rangle\) to denote the \(n \times n\) matrix whose \(i\)th row is \(\overline{\Gamma_i} \circ \mathbf{0}\). We call \(\langle H\rangle\) the transformation matrix corresponding to \(H\). The transformation matrix for example 5.7 is:

\[
\begin{pmatrix}
0 & 0 & 0 \\
2 & 0 & 0 \\
1 & 2 & 0
\end{pmatrix}
\]

For a well-formed heap \(H\), the matrix \(\langle H\rangle\) is strictly lower triangular. Note that this is also the adjacency matrix of the memory graph, excluding node \(v_g\). The strict lower triangular property of the matrix corresponds to the acyclicity of the graph. With the matrix operations over a semiring defined in the usual way, the count balance property is:

**Lemma 5.10 (Count Balance).** If \(H \vdash \Delta; \Gamma\), then \(\overline{H} = \overline{H} \times \langle H\rangle + \overline{\Gamma}\).

**Proof.** We show this by induction on \(H \vdash \Delta; \Gamma\). The base case is trivial.

For the Cons-case, let \(H', x \mapsto q_i : a : A + \Delta', x : A; \Gamma_1, x : a : A\) where \(H' \vdash \Delta'; \Gamma_1 + (q \cdot \Gamma_2)\). By inductive hypothesis, \(\overline{H'} = \overline{H'} \times \langle H'\rangle + \overline{\Gamma_1} + (q \cdot \overline{\Gamma_2})\). Therefore, \(\overline{H' \circ q} = \overline{H' \circ q} \times \left( \begin{pmatrix} \overline{H'} & 0 \\ \overline{\Gamma_1} & 0 \end{pmatrix} \right) + \overline{\Gamma_1} \circ q\).

For example 5.7, we can check that \(\overline{H} = \begin{pmatrix} 7 & 3 & 1 \end{pmatrix}\) satisfies the above equation. Let us understand this equation. For a node \(v_i\) in \(G_{H, \Gamma}\), we can express the count \(q_i\) in terms of the counts of the incoming neighbours and the weights of the corresponding edges. We have, \(q_i = \sum_j q_j w(v_j, v_i) + w(v_g, v_i)\).

---

\(^5\)We omit the 0 weight edge from \(v_g\) to \(v_1\).
The right-hand side of this equation represents static estimate of demand, the amount of resources we shall need while the left-hand side represents static estimate of supply, the amount of resources we shall have. So $H \vdash \Delta; \Gamma$ is a static guarantee that the heap $H$ shall supply the resource demands of the context $\Gamma$.

Therefore, if $H \vdash \Delta; \Gamma$ and $\Delta; \Gamma \vdash a : A$, we should be able to evaluate $a$ in $H$ without running out of resources. This is the gist of the soundness theorem.

### 5.8 Soundness

**Theorem 5.11 (Soundness).** If $H \vdash \Delta; \Gamma$ and $\Delta; \Gamma \vdash a : A$ and $S \supseteq \text{dom} \Delta$, then either $a$ is a value or there exists $\Gamma', H', u', \Gamma_4$ such that:

- $[H] \vdash [H' ; u' ; \Gamma_4] \ a'$
- $H' \vdash \Delta, [\Gamma_4]; \Gamma'$
- $\Delta, [\Gamma_4]; \Gamma' \vdash a' : A$
- $\bar{\Gamma} + u' + 0 \circ \bar{\Gamma}_4 \times \langle H' \rangle \leq \bar{\Gamma} \circ 0 + u' \times \langle H' \rangle + 0 \circ \bar{\Gamma}_4$

The soundness theorem\(^6\) states that our computations can go forward with the available resources without ever getting stuck. Note that as the term $a$ steps to $a'$, the typing context changes from $\Gamma$ to $\Gamma'$. This is to be expected because during the step, resources from the heap may have been consumed or new resources may have been added. For example, $[x \mapsto \text{unit}]x \Rightarrow [x \mapsto \text{unit}]\text{unit}$ and $x : \text{Unit} \vdash x : \text{Unit}$ while $x : \text{Unit} \vdash \text{unit} : \text{Unit}$. Though the typing context may change, the new context, which type-checks the reduct, must be compatible with the new heap. This means that we can apply the soundness theorem again and again until we reach a value. At every step of the evaluation, the dynamics of our language aligns perfectly with the statics of the language. Graphically, as the evaluation progresses, the weights in the memory graph change but the count balance property is maintained.

Furthermore, the old context and the new context are related according to the fourth clause of the theorem. For the moment being, let the partial order be the trivial reflexive order. Then, the equation stands as:

$$\bar{\Gamma} + u' + 0 \circ \bar{\Gamma}_4 \times \langle H' \rangle = \bar{\Gamma} \circ 0 + u' \times \langle H' \rangle + 0 \circ \bar{\Gamma}_4$$

We can understand this equation through the following analogy. The contexts can be seen engaged in a transaction with the heap. The heap pays the context $0 \circ \bar{\Gamma}_4$ and gets $0 \circ \bar{\Gamma}_4 \times \langle H' \rangle$ resources in return. The context pays the heap $u'$ and gets $u' \times \langle H' \rangle$ resources in return. The equation is the “balance sheet” of this transaction.

For an arbitrary partial order, the transaction gets skewed in favour of the heap; meaning, the context gets less from the heap for what it pays. This is so because the heap contains more resources than is necessary; so it may “throw away” the extra resources.

This soundness theorem subsumes ordinary type soundness. In fact, we can derive the ordinary preservation and progress lemmas from this soundness theorem using bisimilarity of the two reduction relations and the multi-substitution property.

**Corollary 5.12.** If $\emptyset ; \emptyset \vdash a : A$ and $a \leadsto b$, then $\emptyset ; \emptyset \vdash b : A$.

**Proof.** Since $a \leadsto b$, for any $S$, we have, $[\emptyset] a \Rightarrow_S [H' ; u' ; \Gamma'] b'$ such that $b'\{H'\} = b$, by lemma (5.6). Since $\emptyset ; \emptyset \vdash a : A$ and $\emptyset \vdash \emptyset ; \emptyset$ and $a$ is not a value, we have $H, \Gamma, \Gamma_4, Q, a'$ such that

\(^6\)We present the proof for its dependent counterpart later.
\( H \vdash [\Gamma_4]; \Gamma \text{ and } [\emptyset] a \Rightarrow_S [H; u; \Gamma_4] a' \text{ and } [\Gamma_4]; \Gamma \vdash a': A \), by the soundness theorem.

Now, since \( [\emptyset] a \Rightarrow_S [H'; u'; \Gamma'] b' \text{ and } [\emptyset] a \Rightarrow_S [H; u; \Gamma_0] a' \), determination gives us \( b'(H') = a'H \). Since \( H \vdash [\Gamma_4]; \Gamma \text{ and } [\Gamma_4]; \Gamma \vdash a': A \), by multi-substitution, we have, \( \emptyset; \emptyset \vdash a'(H) \). But \( a'(H) = b'(H') \) and \( b'(H') = b \). Therefore, \( \emptyset; \emptyset \vdash b : A \).

**Corollary 5.13.** If \( \emptyset; \emptyset \vdash a : A \), then \( a \) is a value or there exists \( b \), such that \( a \leadsto b \).

**Proof.** Since \( \emptyset; \emptyset \vdash a : A \) and \( \emptyset \vdash \emptyset; \emptyset \), either \( a \) is a value or there exists \( H, \Gamma_4, Q, a' \) such that \( [\emptyset] a \Rightarrow_S [H; u; \Gamma_4] a' \), in which case, by lemma (5.5), \( a \leadsto a'(H) \).

Next we apply the soundness theorem to derive some useful properties about usage.

## 6 Applications

### 6.1 Irrelevance

Till now, we have developed our theory over an arbitrary partially-ordered semiring. But an arbitrary semiring is too general a structure for deriving theorems we are interested in. For example, the set \( \{0, 1\} \) with \( 1 + 1 = 0 \) and all other operations defined in the usual way is also a semiring. But such a semiring does not capture our notion of usage since \( 0 \) is supposed to mean no usage and \( 1 \) (whenever \( 1 \neq 0 \)) is supposed to mean some usage. For \( 0 \) to mean no usage in a semiring \( Q \), the equation \( q + 1 = 0 \) must have no solution. We call an element \( q' \in Q \) positive (respectively positive-or-more) iff \( q' = q + 1 \) (respectively \( q + 1 \leq q' \)) for some \( q \in Q \). The above condition then means that \( 0 \) is not positive. If we also have a partial order, the constraint \( q + 1 \leq 0 \) must be unsatisfiable; meaning \( 0 \) should not be positive-or-more. We call this the zero-unusable criterion. Henceforth, we restrict our attention to semirings that meet this criterion. The following lemmas formalize the idea discussed here.

**Lemma 6.1.** In a zero-unusable semiring, if \( [H] a \Rightarrow_S [H'; u'; \Gamma_4] a' \) and \( x_i \mapsto_0 \Gamma_i \vdash a_i : A_i \in H \), then the component \( u'(x_i) = 0 \) and \( x_i \mapsto_0 \Gamma_i \vdash a_i : A_i \in H' \).

We see above that locations with count 0 cannot be referenced during computation. Also, the count for such locations always remains 0. Now, if they cannot be referenced, what they contain should not matter. In other words, 0-graded variables do not affect the result of computation. Two initial configurations that differ only in the assignments of some 0-graded variables produce identical results. This means that such assignments do not interfere with evaluation and are irrelevant.

**Lemma 6.2 (Zero non-interference).** Let \( H_{1,1} = x_i \mapsto_0 \Gamma_1 \vdash a_i : A_1 \text{ and } H_{1,2} = x_i \mapsto_0 \Gamma_2 \vdash a_2 : A_2 \). Then, in a zero-unusable semiring, if \( [H_1, H_{1,1}, H_{2,2}] b \Rightarrow_{S \cup fv a_1} [H'_1, H_{1,1}, H'_2; u'; \Gamma_4] b' \), then \( [H_1, H_{1,2}, H_{2,2}] b \Rightarrow_{S \cup fv a_1} [H'_1, H_{1,2}, H'_2; u'; \Gamma_4] b' \).

Note that not just 0-graded resources may be unusable, any \( s \)-graded resource for which the constraint \( q + 1 \leq s \) is unsatisfiable is unusable. With respect to the security semirings described in Section 3.2, this means that data from any security level \( s \) for which \( 1 \not\equiv s \) is unusable. This makes sense since the default view of the type system is 1 or Public so that data judged to be more secure (or incomparable) cannot be used at this level. This gives us the following lemma for the class of security lattices described in Section 3.2:

**Lemma 6.3 (s non-interference).** Let \( 1 \not\equiv s \) in a security lattice. Let \( H_{1,1} = x_i \mapsto_0 \Gamma_1 \vdash a_i : A_1 \text{ and } H_{1,2} = x_i \mapsto_0 \Gamma_2 \vdash a_2 : A_2 \). If \( [H_1, H_{1,1}, H_{2,2}] b \Rightarrow_{S \cup fv a_1} [H'_1, H_{1,1}, H'_2; u'; \Gamma_4] b' \), then \( [H_1, H_{1,2}, H_{2,2}] b \Rightarrow_{S \cup fv a_1} [H'_1, H_{1,2}, H'_2; u'; \Gamma_4] b' \).

6.2 Garbage Collection

Now let us look at locations with count 0 in memory graphs. The sum of the lengths of all paths from the source node to such a node must be 0. The zero-unusable criterion, along with the count balance property, implies that none of these paths has positive-or-more length. This means that all the edge-weights in any such path cannot be positive-or-more.

The condition that 0 is not positive-or-more is a weaker version of a well-known constraint put on semirings. If 0 is a minimal element, a stronger constraint is zerosumfree\(^7\). A semiring \(Q\) is said to be zerosumfree if for any \(q_1, q_2 \in Q\), the equation \(q_1 + q_2 = 0\) implies \(q_1 = q_2 = 0\). If we work with a zerosumfree semiring with 0 as a minimal element, we know that the length of any path from the source node to a node with count 0 is 0. But all the edge-weights along such a path may be non-zero. This is so because the product of two non-zero elements may be 0. If we disallow this, then there is no path from the source node to such a node (0 weight edges are omitted). Semirings which satisfy \(q_1 \cdot q_2 = 0 \implies q_1 = q_2 = 0\) are called entire\(^8\). With these constraints on the semiring, we have the following lemma:

**Lemma 6.4.** In a zerosumfree, entire semiring with 0 as a minimal element, if \(H \vdash \Delta; \Gamma\) and \(x_i \mapsto \Gamma_i \vdash a_i : A_i \in H\), then \(v_i\) (the node corresponding to \(x_i\)) belongs to an isolated subgraph (of \(G_{H, \Gamma}\)) that does not contain the source node.

The lemma above says that all the 0-count assignments lie in isolated islands disconnected from the line of computation. So at any point, it is safe to garbage collect all such assignments.

6.3 Linearity

Let us now look at linearity. Just having a 1 in the semiring is not enough to capture a notion of linearity. For example, 1 does not really represent linear usage in the boolean semiring since \(1 + 1 = 1\). If 1 must mean linear usage, then it cannot be equal to or greater than the successor of any quantity other than 0, where successor of \(q\) is defined as \(q + 1\). Formally, the pair of constraints: \(q + 1 \leq 1\) and \(q \neq 0\) must have no solution. We call this the one-linear criterion. In semirings that meet the zero-unusable and one-linear criteria, 1 represents single usage.

Mirroring our discussion on 0-usage, we strengthen the one-linear criterion to derive a useful property about nodes with a count of 1 in memory graphs. Let us call semirings obeying the following constraints linear:

- \(q_1 + q_2 = 1 \implies q_1 = 1\) and \(q_2 = 0\) or \(q_1 = 0\) and \(q_2 = 1\)
- \(q_1 \cdot q_2 = 1 \implies q_1 = q_2 = 1\)

For entire, zerosumfree, linear semirings with 0 and 1 as minimal elements, we have the following property:

**Lemma 6.5 (Quantitative single-pointer property).** If \(H \vdash \Delta; \Gamma\) and \(x_i \mapsto \Gamma_i \vdash a_i : A_i \in H\), then in \(G_{H, \Gamma}\), there is a single path \(p\) from the source node to \(v_i\) and all the weights on \(p\) are 1. Further, for any node \(v_j\) on \(p\), the subpath is the only path from the source node to \(v_j\).

Along with the soundness theorem, this gives us a quantitative version of the single pointer property. In words, it means that there is one and only one way to reference a linear resource; any resource along the way has a single pointer to it. This property would enable one to carry out safe in-place update for linear resources.

Now that we have explored a graded simple type system, we move on to dependent types.

---

\(^7\)Our terminology follows Golan [1999].

\(^8\)The zerosumfree property is sometimes called “positive” and the entire property is sometimes called “zero-product” property.
7 GRADED DEPENDENT TYPES

In this section we define GraD, a language with graded dependent types. The syntax is presented below. GraD uses a single syntactic category for terms and types.

\[
\text{terms, types} \quad a, b, A, B \quad ::= \quad \text{type} \mid x \\
| \quad \text{Unit} \mid \text{unit} \mid \text{let unit} = a \text{ in } b \\
| \quad \Pi x : A.B \mid \lambda x : A.a \mid a b \\
| \quad \Sigma x : A.B \mid (a, b) \mid \text{let } (x, y) = a \text{ in } b \\
| \quad A \oplus B \mid \text{inj}_1 a \mid \text{inj}_2 a \mid \text{case}_q a \text{ of } b_1; b_2
\]

7.1 Type System

The rules of this type system, shown in Figure 3 on page 20, are inspired by the Pure Type Systems of Barendregt [Barendregt 1993]. However, for simplicity, this system includes only a single sort, \text{type} and a single axiom \text{type} : \text{type}.\footnote{This definition corresponds to \(\lambda^*\), which is ‘inconsistent’ in the sense that all types are inhabited. However, this inconsistency does not interfere with the syntactic properties of the system that we are interested in as a core for Dependent Haskell.} We annotate Barendregt’s system with quantities, as well as add the unit type, sums and sigma types. Note that the rule \text{T-CONVERT} uses the definitional equivalence relation, which is essentially \(\beta\)-equivalence. This relation is axiomatically specified in Section 9.1.

The key idea of this design is that quantities only count the runtime usage of variables. In a judgement \(\Delta ; \Gamma \vdash a : A\), the quantities recorded in \(\Gamma\) should be derived only from the parts of \(a\) that are needed during computation. All other uses of these variables, whether in the type \(A\), in irrelevant parts of \(a\), or in types that appear later in the context, should not contribute to this count. This distinction is significant because in a dependently-typed system terms may appear in types. As a result, the typing rules must ensure that both terms and types are well-formed during type checking. Therefore, the type system must include premises of the form \(\Delta ; \Gamma \vdash A : \text{type}\), that hold when \(A\) is a well-formed type. But we don’t want to add this usage to the usage of the term.

What this means for the type system is that any usage of a context to check an irrelevant component, like the type, should be multiplied by 0, just like the irrelevant argument in example 4.6. For example, in the rule for variables rule \text{T-VAR}, any uses of the context \(\Gamma\) to check the type \(A\) are discarded (multiplied by 0) in the resulting derivation. Similarly, in the rule for weakening rule \text{T-Weak}, we check that the type of the weakened variable is well-formed using some context \(\Gamma_2\) that is compatible with \(\Gamma_1\) (same \(\Delta\)). Since \(\Gamma_1 + 0 \cdot \Gamma_2 = \Gamma_1\), usage \(\Gamma_2\) doesn’t appear in the conclusion of the rule. Many rules follow this pattern of checking types with some usage-unconstrained context, including \(\Gamma_2\) in rule \text{T-CONVERT} and rule \text{T-LAM}, and \(\Gamma_3\) in rule \text{T-UNITELIM}. This rule \text{T-UNITELIM} implements a form of dependent pattern matching. Here, the type of the branch can observe that the eliminated term \(a\) is equal to the pattern \text{unit}. To support this refinement, the result type \(B\) must type check with a free variable \(y\) of \text{Unit} type. The other elimination rules, rule \text{T-SIGMAELIM} and rule \text{T-SUMELIM}, also follow this style of dependent pattern matching.

Irrelevant Quantification. Now consider the rule \text{T-PL}. In particular, note that the usage annotation on the type itself (\(q\)) is different from \(r\), which records how many times \(x\) is used in \(B\). The annotation \(q\) tracks the usage of the argument in the body of a function with this type and this usage may have no relation to the usage of \(x\) in the body of the type itself. This difference between \(q\) and \(r\) allows GraD to represent parametric polymorphism by marking type arguments with usage 0. For example, the analogue of the System F type \(\forall \alpha. \alpha \rightarrow \alpha\), can be expressed in this system as \(\Pi x.0.\text{type}.\footnote{This definition corresponds to \(\lambda^*\), which is ‘inconsistent’ in the sense that all types are inhabited. However, this inconsistency does not interfere with the syntactic properties of the system that we are interested in as a core for Dependent Haskell.} x \rightarrow x\). This type is well-formed because, even though the annotation on the variable \(x\) is 0, that rule allows \(x\) to be used any number of times in the body of the type.
Fig. 3. Typing rules for dependent, quantitative type system
Some versions of irrelevant quantifiers in type theories constrain \( r \) to be equal to \( q \) [Abel and Scherer 2012]. By coupling the usage of variables in the body of the lambda with the result type of the \( \Pi \), these systems rule out the representation of polymorphic types, such as the one shown above. Here, we can model this more restricted form of quantifier with the assistance of the box modality. If, instead of using the type \( \Pi x : \text{Unit} \ A.B \), we use the type \( \Pi x : \text{Unit} \ A.B \), we can force the result type to also make no (relevant) use of the argument within \( B \). The box \( x \) can be unboxed as many times as desired, but each unboxing must be used exactly 0 times.

It is this distinction between the types \( \Pi x : \text{Unit} \ A.B \) and \( \Pi x : \text{Unit} \ A.B \) (and a similar distinction between \( \Sigma x : \text{Unit} \ A.B \) and \( \Sigma x : \text{Unit} \ A.B \)) that motivates our inclusion of the usage annotation on the \( \Pi \) and \( \Sigma \) types directly. In the simple type system, we can derive usage-annotated functions from linear functions and the box modality: there is no need to annotate the arrow with any quantity other than 1. But here, due to dependency, we cannot have parametrically polymorphic types without this additional form. On the other hand, with the presence of usage-annotated \( \Sigma \)-types, we do not need to include the box modality. Instead, we can encode the type \( \boxtimes q \ A \) using the non-dependent tensor \( \Sigma x : q A. \text{Unit} \). Thus, we can eliminate this special form from the language.

### 7.2 Metatheory

We have proven, in Coq, the following properties about the dependently-typed system.

First, well-formed terms have well-formed types. However, the resources used by such types are unrelated to those of the terms.

**Lemma 7.1 (Regularity).** If \( \Delta ; \Gamma \vdash a : A \) then there exists some \( \Delta' \) such that \( \Delta ; \Gamma' \vdash A : \text{type} \).

Next, we generalize the substitution lemma for the simple version to this system, by propagating it through the context and type.

**Lemma 7.2 (Substitution).** If \( \Delta_1 ; \Gamma_1 \vdash a : A \) and \( \Delta_1 , x : A , \Delta_2 ; \Gamma_1 , x : \text{Unit} \ A , \Gamma_2 \vdash b : B \) then \( \Delta_1 , \Delta_2 \{ a / x \} ; \Gamma_1 + q \cdot \Gamma_2 , \Gamma_2 \{ a / x \} \vdash b \{ a / x \} : B \{ a / x \} \).

Furthermore, even though we have an explicit weakening rule in this system, we also show that we can weaken with a zero-annotated fresh variable anywhere in the judgement.

**Lemma 7.3 (Weakening).** If \( \Delta_1 , \Delta_2 ; \Gamma_1 , \Gamma_2 \vdash a : A \) and \( \Delta_1 ; \Gamma_3 \vdash B : \text{type} \) then \( \Delta_1 , x : B , \Delta_2 ; \Gamma_1 , x : \text{Unit} \ B , \Gamma_2 \vdash a : A \).

With a small-step relation that is identical to that of the simply typed version, we have the following type soundness theorem.

**Theorem 7.4 (Preservation).** If \( \Delta ; \Gamma \vdash a : A \) and \( a \leadsto a' \) then \( \Delta ; \Gamma \vdash a' : A \).

**Theorem 7.5 (Progress).** If \( \emptyset ; \emptyset \vdash a : A \) then either \( a \) is a value or there exists some \( a' \) such that \( a \leadsto a' \).

Now, akin to the simple version, we develop a heap semantics for the dependent version.

### 8 HEAP SEMANTICS FOR GRAD

The presence of dependent types causes one issue with the heap semantics: because substitutions are delayed through the heap, the terms and their types can "get out of sync".

For example, if we have the application of a polymorphic identity function \( \lambda x : \text{Unit}. \lambda y : x \cdot y \) to some type argument \( \text{Unit} \), then the result \( (\lambda x : \text{Unit}. \lambda y : x \cdot y) \text{Unit} \) should have type \( \Pi y : x \cdot y \cdot \text{Unit} \).

By the rule **Small-AppBeta**, \( [\emptyset] (\lambda x : \text{Unit}. \lambda y : x \cdot y) \text{Unit} \Rightarrow [x : \text{Unit}] \lambda y : x \cdot y \). The term \( \lambda y : x \cdot y \) has type \( \Pi y : x \cdot y \cdot \text{Unit} \). But since \( x = \text{Unit} \), we see that \( \Pi y : x \cdot y = \Pi y : x \cdot \text{Unit} \); as such,
\( \lambda y:1 \times y \) can also be assigned the type \( \Pi y:1 \text{ Unit.Unit} \). So to align the types of the redex and the reduct, we need to know about the new assignments loaded into the heap. This issue did not exist in the simple setting since the types did not depend on term variables. Note that this is not a usage-related issue, any heap-based reduction that delays substitution will need to address it while proving soundness. The good news is that it can be resolved with a simple extension to the type system.

### 8.1 A Dependently-Typed Language with Definitions

We extend our contexts with definitions that mimic delayed substitutions. These definitions are used only in deriving type equalities. From the type system perspective, they are essentially a bookkeeping device added to enable reasoning with respect to the heap semantics.

\[
\text{usage contexts} \quad \Gamma ::= \emptyset \mid \Gamma, x:A \mid \Gamma, x=a:A \\
\text{contexts} \quad \Delta ::= \emptyset \mid \Delta, x:A \mid \Delta, x=a:A
\]

Along with this extension to the context, we modify the conversion rule and add two new typing rules to the system, as shown below. (In rule \( \text{T-conv} \), \( A\{\Delta} \) denotes the type obtained by substituting in \( A \), in reverse order, the definiens in place of the variables for the definitions in \( \Delta \).)

\[
\Delta; \Gamma \vdash a : A
\]

(\textit{Typing rules for dependent system with definitions})

\[
\begin{align*}
\text{T-conv} & \quad \Delta; \Gamma_1 \vdash a : A & \quad \text{T-def} & \quad x \notin \text{dom} \Delta & \quad \text{T-weak-def} & \quad x \notin \text{dom} \Delta \\
\Delta; \Gamma_2 \vdash B : \text{type} & \quad x \notin \text{dom} \Delta & \quad \Delta; \Gamma \vdash a : A & \quad \Delta; \Gamma_1 \vdash b : B & \quad \Delta; \Gamma_2 \vdash a : A \\
A\{\Delta} \equiv B\{\Delta} & \quad \Delta; \Gamma \vdash a : A & \quad \Delta; \Gamma_1 \vdash b : B & \quad \Delta; \Gamma_2 \vdash a : A
\end{align*}
\]

The definitions act like usual variable assumptions; rule \( \text{T-def} \) and rule \( \text{T-weak-def} \) mirror rule \( \text{T-var} \) and rule \( \text{T-weak} \) respectively. They are applied only during the conversion rule \( \text{T-conv} \) that substitutes out these definitions before comparing for \( \beta \)-equivalence. This modified rule means that the term \( \lambda y:1 \times y \) can be given the type \( \Pi y:1 \text{ Unit.Unit} \) in a context that defines \( x \) to be \( \text{Unit} \).

The extended type system too has the syntactic soundness properties mentioned in Section 7.2. Furthermore, because definitions act only on types, definitions do not add extra resource demands to the typing derivation. As a result, we can always convert a normal variable assumption to the typing derivation. The good news is that it can be resolved with a simple extension to the type system.

**Lemma 8.1 (InsertEq).** If \( \Delta_1, x:A; \Delta_2 ; \Gamma_1, x:9 A; \Gamma_2 \vdash b : B \) and \( \Delta_1 ; \Gamma \vdash a : A \), then \( \Delta_1, x=a:A; \Delta_2 ; \Gamma_1, x=a:9 A; \Gamma_2 \vdash b : B \).

**Lemma 8.2 (Weakening with Definitions).** If \( \Delta_1, \Delta_2; \Gamma_1, \Gamma_2 \vdash b : B \) and \( \Delta_1 ; \Gamma \vdash a : A \) then \( \Delta_1, x=a:A; \Delta_2; \Gamma_1, x=a:9 A; \Gamma_2 \vdash b : B \).

Because we have modified the contexts to include definitions, we need to modify the heap reduction and compatibility relations. Only for the reduction rules that load new assignments into the heap, we now need the added context of new variables (\( \Gamma_q \)) to remember their assignments. For example, the rule \( \text{Small-AppBeta} \) is modified as below.

---

\[ [H] a \Rightarrow^q [H'; u'; \Gamma_4] a' \]  
\textit{(SmallStep with definitions)}

**Small-DAppBeta**

\[
\begin{align*}
x \notin \text{Var } H &\cup \text{fv } b \cup \text{fv } a - \{y\} \cup S \\
\Rightarrow &\quad a' = a(x/y) \\
\end{align*}
\]

\[ [H] (\lambda y: q.1, a) b \Rightarrow^r_S [H, x \mapsto q \Gamma + b : A; 0[H|0] ; x=b:q A] a' \]

Similarly, rule \textit{Compat-ConsDef} needs to track more information in the context.

\[ H \vdash \Delta; \Gamma \]  
\textit{(Compatibility with definitions)}

**Compat-ConsDef**

\[
\begin{align*}
H \vdash \Delta; \Gamma_1 + (q \cdot \Gamma_2) \\
\Delta ; \Gamma_2 \vdash a : A \\
x \notin \text{dom } H \\
\end{align*}
\]

\[
H, x \mapsto q \Gamma_2 \vdash a : A \vdash \Delta, x=a:A; \Gamma_1, x=a;q A
\]

Note that with this modification, if \( H \vdash \Delta; \Gamma \) then \( b[H] = b(\Delta) \) for any term \( b \).

These are all the changes we need. Since the added context of new variables does not play a major role in the step relation, all the previously stated lemmas regarding this relation hold. But with dependency, the multi-substitution lemma 5.8 needs to be modified to also substitute into the type (in addition to the term).

**Lemma 8.3 (Multi-substitution).** If \( H \vdash \Delta; \Gamma \) and \( \Delta ; \Gamma \vdash a : A \), then \( \emptyset ; \emptyset \vdash a[H] : A\{H\} \).

Another point worth noting here is that, if \( [H] a \Rightarrow^q [H'; u'; \Gamma'] a' \) then \( a[H] \equiv a'\{H'\} \) by lemma 5.5 and definition 9.1. Before moving further, let us reflect how the original typing and heap compatibility judgements relate to their extended counterparts. For the sake of distinction, let us denote the original relations by \( r_o \). Now, for \( H \vdash \Delta; \Gamma \), let \( \Delta_H \) and \( \Gamma_H \) be \( \Delta \) and \( \Gamma \) respectively with their variables defined according to (assignments in) \( H \). Also, let \( H_H \) denote \( H \) with the variables in the embedded contexts in \( H \) defined according to \( H \). Then, we have:

**Lemma 8.4 (Elaboration).** If \( H \vdash \Delta; \Gamma \) and \( \Delta ; \Gamma \vdash a : A \), then \( H_H \vdash \Delta_H; \Gamma_H \) and \( \Delta_H ; \Gamma_H \vdash a : A \).

By virtue of this elaboration, soundness for the extended system implies soundness for the original one.

### 8.2 Proof of the Heap Soundness Theorem

Now we prove the heap soundness theorem for \( \text{GRAD} \). However, we first state some subordinate lemmas that are required in the proof. The following lemma allows us to throw away resources from heaps.

**Lemma 8.5 (Sub-heaping).** If \( H \vdash \Delta; \Gamma \) and \( \Gamma' \leq \Gamma \), then there exists \( H' \) such that \( H' \vdash \Delta; \Gamma' \) and \( H' \leq H \).

We can insert new definitions into the heap.

**Lemma 8.6 (SmallStep weakening).** If \( [H_1, H_2] a \Rightarrow^r_{S \cup \{x\}} [H'_1, H'; u_1 \circ u; \Gamma_4] a' \) and \( |H'_1| = |u_1| = |H_1| \) and \( x \notin \text{dom } H_2, H_2 \) and \( \text{fv } a_1 \cap \text{dom } H_2 = \emptyset \), then

\[
[H_1, x \mapsto \Gamma_1 \vdash a_1 : A_1, H_2] a \Rightarrow^r_S [H'_1, x \mapsto \Gamma_1 \vdash a_1 : A_1, H'; u_1 \circ u \circ u; \Gamma_4] a'
\]
LEMMA 8.7 (COMPATIBILITY WEAKENING). Let \( H_1, H_2 \vdash \Delta, \Delta' \); \((r \cdot \Gamma_11) + \Gamma_0\), \(\Gamma_1 \) and \( \Delta \); \( \Gamma_11 \vdash a : A \) and \( |H_1| = |\Gamma_0| = |\Delta| \) and \( x \notin \text{dom} \ H_1, H_2 \). Let \( H'_2 \) be \( H_2 \) with the embedded contexts weakened by inserting \( x = a.0 \) at the \( |\Delta| \) position. Then,

\[
H_1, x \vdash r \Gamma_11 \vdash a : A, H'_2 \vdash \Delta, x = a : A, \Delta'; \Gamma_0, x = a.0 \ A, \Gamma_1
\]

The soundness theorem follows as an instance of the invariance lemma below. The lemma provides a strong enough hypothesis for the induction to go through.

LEMMA 8.8 (INVARIENCE). If \( H \vdash \Delta; \Gamma_0 + q \cdot \Gamma \) and \( \Delta \); \( \Gamma \vdash a : A \) and \( 1 \leq q \) and \( \text{dom} \ \Delta \subseteq S \), then either \( a \) is a value or there exists \( \Gamma', H', u', \Gamma_4 \) and \( a' \) such that:

- \([H] a \Rightarrow q [H'] \); \( u' \); \( \Gamma_4 \) \( a' \)
- \( H' \vdash \Delta, [\Gamma_4] \); \( \Gamma_0, 0 \cdot \Gamma_4 \) + \( q \cdot \Gamma' \)
- \( \Delta, [\Gamma_4] \); \( \Gamma' \vdash a' : A \)
- \( q \cdot \Gamma' + u' + 0 \circ \Gamma_4 \times \langle H' \rangle \leq q \cdot \langle \Gamma \circ 0 \rangle + u' \times \langle H' \rangle + 0 \circ \Gamma_4 \)
- \( \text{dom} \ \Gamma_4 \) is disjoint from \( S \)

PROOF. Let \( H \vdash \Delta; \Gamma_0 + q \cdot \Gamma \) and \( \Delta \); \( \Gamma \vdash a : A \). We prove this lemma by induction on the typing judgement \( \Delta \); \( \Gamma \vdash a : A \). For brevity, we show only the most interesting cases.

** rule T-SUB 
Let \( \Delta \); \( \Gamma_2 \vdash a : A \) where \( \Delta \); \( \Gamma_1 \vdash a : A \) and \( \Gamma_1 \leq \Gamma_2 \). Further, \( H \vdash \Delta; \Gamma_0 + q \cdot \Gamma_2 \).
Since \( H \vdash \Delta; \Gamma_0 + q \cdot \Gamma_2 \) and \( \Gamma_1 \leq \Gamma_2 \), by lemma 8.5, there exists \( H' \) such that \( H' \vdash \Delta; \Gamma_0 + q \cdot \Gamma_1 \) and \( H' \leq H \). By inductive hypothesis, \([H'] a \Rightarrow q [H''] \); \( u \); \( \Gamma_1 \) \( a'' \). Since \( H' \leq H \), we have, \([H] a \Rightarrow q [H''] \); \( u \); \( \Gamma_1 \) \( a'' \). The remaining clauses follow from the inductive hypothesis and the fact that \( \Gamma_1 \leq \Gamma_2 \).

We don’t need to consider rule T-VAR and rule T-WEAK since for \( H \vdash \Delta; \Gamma \), any variable \( x \in \text{dom} \ \Delta \) should be a definition of the form \( x = a : A \).

** rule T-DEF 
Let \( \Delta, x = a : A \); \( 0 \cdot \Gamma, x = a : A \) where \( \Delta \); \( \Gamma \vdash a : A \) and \( x \notin \text{dom} \ \Delta \). Further, \( H \vdash \Delta, x = a : A; \Gamma_0 + q \cdot (0 \cdot \Gamma, x = a : A) \). Let \( \Gamma_0 = \Gamma_0', x = a : A \). So \( H \vdash \Delta, x = a : A; \Gamma_0', x = a : A \).

Therefore, \( H = H_1, x \vdash r \Gamma_11 + a : A \) where \( \Delta \); \( \Gamma_11 \vdash a : A \).
Since \( 1 \leq q \), we have, \([H_1] x \vdash r \Gamma_11 + a : A \) \( x \Rightarrow q [H_1] x \vdash r \Gamma_11 + a : A; 0 \circ |H_1| \circ q \circ \emptyset \).
Also, \( H_1, x \vdash r \Gamma_11 + a : A \); \( \Delta, x = a : A; (\Gamma_0', x = a : A) + q \cdot (\Gamma_11, x = a : A) \).
*By weakening, we have, \( \Delta, x = a : A; \Gamma_11, x = a : A \).
The fourth clause: \( q \cdot \langle \Gamma_11 \circ 0 \rangle + (0 \circ q) \leq 0 \circ q + (0 \circ q) \times (\langle \Gamma \circ 0 \rangle \circ \Gamma_11) \) follows by reflexivity.

** rule T-WEAK-DEF 
Let \( \Delta, x = a : A \); \( \Gamma, x = a : A + b : B \) where \( \Delta \); \( \Gamma \vdash b : B \) and \( \Gamma_0 \vdash a : A \) and \( x \notin \text{dom} \ \Delta \). Further, \( H \vdash \Delta, x = a : A; \Gamma_0 + q \cdot (\Gamma, x = a : A) \). Let \( \Gamma_0 = \Gamma_0', x = a : A \). So \( H \vdash \Delta, x = a : A; \Gamma_0' + q \cdot \Gamma, x = a : A \).

Therefore, \( H = H_1, x \vdash r \Gamma_11 + a : A \) where \( \Delta \); \( \Gamma_11 \vdash a : A \).

Also, \( H_1 \vdash A; \Gamma_0' + q \cdot \Gamma + r \cdot \Gamma_11 \).

Applying the inductive hypothesis, we get, \([H_1] b \Rightarrow q \bigcup [x \theta \theta] \) \([H'_1, H_4 \circ u_1 \circ u_4; \Gamma_4] b' \) and \( H'_1, H_4 \vdash \Delta, [\Gamma_4]; (\Gamma_0 + r \cdot \Gamma_11, 0 \cdot \Gamma_0) + q \cdot (\Gamma', \Gamma'') \) and \( \Gamma, \Gamma' \vdash b' : B \). Here, \( |H'_1| = |u_1| = |H_1| = |\Gamma'| = |\Delta| \). Now, note that \( x \) does not appear in \( H_4 \). Let \( H'_4 \) be \( H_4 \) with the embedded contexts weakened by inserting \( x = a : A \) at the \( |\Delta| \) position. Then, by 8.7, \( H'_1, x \vdash r \Gamma_11 + a : A, H'_4 \vdash \Delta, x = a : A; [\Gamma_4]; (\Gamma_0', x = a : A, 0 \cdot \Gamma_4) + q \cdot (\Gamma', \Gamma' = a : A \circ \Gamma')) \).
Because extra assignments do not impact the evaluation, we have, by 8.6,
\[ [H_1, x \mapsto \Gamma_1 \vdash a : A] b \Rightarrow [H'_1, x \mapsto \Gamma_1 \vdash a : A, H'_1; u_1 \circ 0 \circ u_4; \Gamma_4] b'. \] Also, by weakening lemma 8.2, \( A, x=a:A, [\Gamma_4] \); \( \Gamma', x=a;:A, \Gamma'' \vdash b' : B \). The fourth clause follows from the inductive hypothesis after inserting 0 at the |\( \Delta \)|-position on both sides.

- **rule T-APP**

  Let \( \Delta; \Gamma_1 + r \cdot \Gamma_2 \vdash b : B(a/x) \) where \( \Delta; \Gamma_1 \vdash b : \Pi x : \cdot A.B \) and \( \Delta; \Gamma_2 \vdash a : A. \) Further, \( H \vdash \Delta; \Gamma_0 + q \cdot (\Gamma_1 + r \cdot \Gamma_2) \). Now, there are two cases to consider depending on whether \( b \) is a value or not.

- \( b \) is not a value.

  In this case, we get from the inductive hypothesis, \( [H] b \Rightarrow [H'; u' \cdot \Gamma_4] b' \) and \( \Delta, [\Gamma_4] ; \Gamma', \Gamma'' \vdash b' : \Pi x : \cdot A.B \) and \( H' \vdash \Delta, [\Gamma_4] ; (\Gamma_0 + (q \cdot r) \cdot \Gamma_2, 0 \cdot \Gamma_4) + q \cdot \Gamma' \). So \( [H] b a \Rightarrow [H'; u' \cdot \Gamma_4] b' a \) By weakening, we get, \( \Delta, [\Gamma_4] ; \Gamma_0 + q \cdot (\Gamma_2, 0 \cdot \Gamma_4) + q \cdot \Gamma' \vdash b : B(a/x) \). Also, by rearranging, we get \( H' \vdash \Delta, [\Gamma_4] ; (\Gamma_0 + q \cdot (\Gamma_2, 0 \cdot \Gamma_4)) \). The fourth clause follows from the corresponding clause of inductive hypothesis.

- \( b \) is a value.

  Since \( b \) has a \( \Pi \)-type, it must be headed by a \( \lambda \). Let \( b = \lambda y : s A_1.b_1 \) for some sufficiently fresh variable \( y \). Then, we have, \( \Delta; \Gamma_1 \vdash \lambda y : s A_1.b_1 : \Pi x : \cdot A.B \). By inversion, there exists \( B_1 \) such that \( \Delta, y : A_1; \Gamma_1, y : s A_1 + b_1 \vdash B_1 \) and \( \Delta; \Gamma_1 + r \cdot (\Gamma_2, 0 \cdot \Gamma_4) \). From the inductive hypothesis, \( \Delta; \Gamma_1 + r \cdot (\Gamma_2, 0 \cdot \Gamma_4) + q \cdot \Gamma' \vdash \lambda y : s A_1.b_1 : B(a/x) \). Hence, by rule T-CONV, \( \Delta; \Gamma_1 + r \cdot (\Gamma_2, 0 \cdot \Gamma_4) + q \cdot \Gamma' \vdash \lambda y : s A_1.b_1 : B(a/x) \). The fourth clause: \( q \cdot (\Gamma_1 + r \cdot (\Gamma_2, 0 \cdot \Gamma_4) + q \cdot \Gamma') \) follows by reflexivity.

- **rule T-CONV**

  Let \( \Delta; \Gamma + a : B \) where \( \Delta; \Gamma + a : A \) and \( \Delta; \Gamma + B : \Pi x : \cdot A \) are type and \( A \{ \Delta \} \equiv B \{ \Delta \} \). Further, \( H \vdash \Delta; \Gamma_0 + q \cdot \Gamma \). Therefore, by inductive hypothesis, \( [H] a \Rightarrow [H'; u' \cdot \Gamma_4] a' \) and \( \Delta, [\Gamma_4] ; \Gamma' \vdash a' : A \) and \( H' \vdash \Delta, [\Gamma_4] ; (\Gamma_0 + q \cdot \Gamma) \). 

  Now, since \( \text{fv} A \subseteq \text{dom} \Delta \) and \( \text{fv} B \subseteq \text{dom} \Delta \); we have, \( A \{ \Delta, [\Gamma_4] \} = A \{ \Delta \} \) and \( B \{ \Delta, [\Gamma_4] \} = B \{ \Delta \} \). Therefore, \( \Delta, [\Gamma_4] ; \Gamma' \vdash a' : B \). The other clauses follow from the inductive hypothesis.

\[ \square \]

**Theorem 8.9 (Soundness).** If \( H \vdash \Delta; \Gamma \vdash a : A \) and \( S \subseteq \text{dom} \Delta \), then either \( a \) is a value or there exists \( \Gamma', H', u', \Gamma_4, A' \) such that:

- \( [H] a : A \Rightarrow [H'; u' \cdot \Gamma_4] a' : A' \)
- \( H' \vdash \Delta, [\Gamma_4] ; \Gamma' \)
- \( \Delta, [\Gamma_4] ; \Gamma' \vdash a' : A' \)
- \( \Gamma' + u' + 0 \circ \Gamma_4 \times \langle H' \rangle \leq \Gamma + 0 \circ u' \times \langle H' \rangle + 0 \circ \Gamma_4 \)

**Proof.** Follows from 8.8 with \( q = 1 \) and \( \Gamma_0 = 0 \cdot \Gamma \).

\[ \square \]
The soundness theorem is similar in spirit to theorems showing correctness of usage in graded type systems via operational methods. But this theorem can be proved by simple induction on the typing derivation; it does not require much extra machinery over and above the reduction relation, unlike the proof of soundness in Brunel et al. [2014] which requires a realizability model on top of the reduction relation. In this regard, our soundness theorem is more in line with the modality preservation theorem in Abel and Bernardy [2020].

We can use the soundness theorem to prove the usual preservation and progress lemmas. The proofs are similar to the corresponding ones for the simple version (5.12 and 5.13). This means that the ordinary semantics is sound with respect to a resource-aware semantics.

Below, we show an example application of this theorem. Other similar examples can be worked out using the lemmas from Section 6.

Example 8.10. Consider any security lattice \( Q \), as described in Section 3.2. Let \( s \) be any element such that \( 1 \not\equiv s \). Also, let \( \varnothing + A : \text{type} \rightarrow \text{type} \) such that \( A \text{Unit} = \text{Int} \). Now, let \( x : \text{type}, y : \text{Int} A x + B : \text{type} \) for some \( q \in Q \).

In empty context, consider a term \( f \) of type \( \Pi x : \text{type}. \Pi y : \text{Int} A x + B \) for some \( r \in Q \). (Note that neither \( r \) and 1 nor \( s \) and \( q \) need to be equal, as explained in irrelevant quantification.) Then, we can show that both \( f \text{Unit} 0 \) and \( f \text{Unit} 1 \) either diverge or produce equal values. If \( f \text{Unit} \) diverges, then both diverge. Otherwise, \( \varnothing f \text{Unit} \equiv [H] \lambda y : \text{Int} C.b \) where \( C[H] \equiv \text{Int} \). Now, \( [H] (\lambda y : \text{Int} C.b) 0 \rightarrow [H, y \mapsto 0] b \) and \( [H] (\lambda y : \text{Int} C.b) 1 \rightarrow [H, y \mapsto 1] b \). By 6.3, we know that both \( ((H, y \mapsto 0), b) \) and \( ((H, y \mapsto 1), b) \) either diverge or reduce to the same value.

9 DISCUSSION

9.1 Definitional-Equivalence and Irrelevance

The terms “irrelevance” and “irrelevant quantification” have multiple meanings in the literature. Our primary focus is on erasability, the ability to quantify over arguments that need not be present at runtime. However, this terminology often includes compile-time irrelevance, or the blindness of type equality to such erasable parts of terms. These terms are also related to, but not the same as, “parametricity” or “parametric quantification”, which characterizes functions that map equivalent arguments to equivalent results.

One difference between our formulation and a more traditional dependently-typed calculus is that the conversion rule (rule \( \text{T-conv} \)) is specified in terms of an abstract equivalence relation on terms, written \( A \equiv B \). Our proofs about this system work for any relation that satisfies the following properties.

Definition 9.1. We say that the relation \( A \equiv B \) is sound if it:

1. is equivalence relation,
2. contains the small step relation, in other words, if \( a \rightsquigarrow a' \) then \( a \equiv a' \),
3. is closed under substitution, in other words, if \( a_1 \equiv a_2 \) then \( b(a_1/x) \equiv b(a_2/x) \) and \( a_1 \{b/x\} \equiv a_2 \{b/x\} \),
4. is injective for type constructors, for example, if \( \Pi x : q_1 A_1, B_1 \equiv \Pi x : q_2 A_2, B_2 \) then \( q_1 = q_2 \) and \( A_1 \equiv A_2 \) and \( B_1 \equiv B_2 \) (and similar for \( \Sigma x : A.B \) and \( A \oplus B \)),
5. and is consistent, in other words, if \( A \equiv B \) and both are values, then they have the same head form.

The standard \( \beta \)-conversion relation, defined as the reflexive, symmetric, transitive and congruent closure of the step relation, is a sound relation.
However, $\beta$-conversion is not the only relation that would work. Dependent type systems with irrelevance sometimes erase irrelevant parts of terms before comparing them up to $\beta$-equivalence [Bartras and Bernardo 2008]. Alternatively, a typed definition of equivalence, might use the total relation when equating irrelevant components [Pfenning 2001]. In future work, we hope to show that any sound definition of equivalence can be coarsened by ignoring irrelevant components in terms during comparison. We conjecture that such a relation would also satisfy the properties above. In particular, our results from Section 6 tell us that such coarsening of the equivalence relation is consistent with evaluation, and therefore contains the step relation.

9.2 Connection to Haskell

The current design of linear types in GHC/Haskell is essentially an instance of the type system described in this paper, one that uses the linearity semiring. Haskell users can mark arguments with grades 1 or $\omega$, but a grade of 0 is sometimes needed internally. Haskell’s kind system supports irrelevance, but not linearity, so the two features do not yet interact. It is with dependent types that we need a uniform treatment which we can achieve through this graded type system. The current Haskell structure will be able to migrate to a graded type system with little, if any, backward compatibility trouble for users.

One feature of Haskell’s linear types does cause a small wrinkle, though: Haskell supports multiplicity polymorphism. An easy example is the type of \texttt{map}, which is $\forall m \ a \ b. \ (a \% m \rightarrow b) \rightarrow [a] \% m \rightarrow [b]$. We see that the function argument to \texttt{map} can be either linear or unrestricted, and that this choice affects whether the input list is restricted. We cannot support quantity polymorphism in our type theory, as quantifying over whether or not an argument is relevant would mean that we could no longer compile a quantity-polymorphic function: would the compiled function take the argument in a register or not? The solution is to tweak the meaning of quantity polymorphism slightly: instead of quantifying over all possible quantities, we would be polymorphic only over quantities $q$ such that $1 \leq q$. That is, we would quantify over only relevant quantities. This reinterpretation of multiplicity polymorphism avoids the mentioned trouble with static compilation. Furthermore, we see no difficulty in extending our graded type system with this kind of quantity polymorphism; in the linear Haskell work, multiplicity polymorphism is nicely straightforward, and we expect the same to be true here, too.

Commentary on the practicalities of type checking Haskell based on \textsc{grad} appears in the extended version of this paper.

9.3 Comparison with Quantitative Type Theory

Quantitative Type Theory QTT [Atkey 2018; McBride 2016] uses elements of a resource semiring to track the usage of variables in a dependent type system. This system has a typing judgement of the form: $x_1 : p_1 \ A_1, x_2 : p_2 \ A_2, \ldots, x_n : p_n \ A_n \vdash a : \sigma \ A$, where $p_i$s and $\sigma$ are elements of a semiring. Roughly speaking, this judgement means that using $p_i$ copies of $x_i$ of type $A_i$, with $i$ varying from 1 to $n$, we get $\sigma$ copies of $a$ of type $A$.

In QTT, $\sigma$ can be either 0 or 1. When $\sigma$ is 1, the system is similar to \textsc{grad}. \textsc{grad} does not have the 0-fragment of QTT but this is not a limitation per se: to express the requirement of 0 copy of $a$, one need only multiply the context by 0. This approach implies that our system treats types the same as any other irrelevant component of terms.

In contrast, QTT disables resource checking for the 0-fragment. In other words, in the 0-fragment, the resource annotations are not meaningful. This difference has both positive and negative effects on the design of the language.

On the positive side, because linear tensor types are turned into normal (non-linear) products, QTT can support strong-$\Sigma$ types, allowing projections that violate the usage requirements of
their construction. In contrast, Grad supports weak-$Σ$ types only, with resource-checked pattern matching as the only elimination form.

On the negative side, however, QTT is restricted to semirings that are zerouniformfree ($q_1 + q_2 = 0 \Rightarrow q_1 = q_2 = 0$) and entire ($q_1 \cdot q_2 = 0 \Rightarrow q_1 = 0 \lor q_2 = 0$). (These properties are necessary to prove substitution.) This limits QTT’s applicability. For example, QTT cannot be applied to the class of semirings described in Section 3.2 that are not entire. On the other hand, our soundness theorem places no constraint on the semiring allowing us to work with such semirings, as lemma 6.3 and example 8.10 show.

Furthermore, because QTT ignores usages in the 0-fragment, its internal logic is limited in its reasoning about the resource usage of programs. For example, the following proposition is not provable in QTT:

$$\forall f : \text{Bool} \rightarrow \text{Bool}. f\text{True} = f\text{False}$$

The above proposition says that for any constant boolean function, the result of applying it to True is the same as the result of applying it to False. This proposition is not provable in QTT because $f$ ranges over many functions, including those that examine the argument. In the 0-fragment, the type system cannot prevent a function that uses its argument to be given a type that says that it does not.

$$\vdash \lambda x : ^0 \text{A}. \text{A}$$

Abel [2018] also lists additional ramifications of eliminating resource checking in types. In particular, he notes that in QTT, it is not possible to use resource usage to optimize the computation of types during type checking. In particular, erasing irrelevant terms not only optimizes the output of a compiler for a dependently-typed language, it is also an optimization that is useful during compilation, when types are normalized for comparison.

Finally, we note that Grad includes case expressions and sub-usaging, while QTT does not.

### 9.4 Abstract Algebraic Generalization

Our type system with graded contexts has operations for addition ($\Gamma_1 + \Gamma_2$) and scalar multiplication ($q \cdot \Gamma$) defined over an arbitrary partially-ordered semiring. Further, the partial ordering from the semiring was lifted to contexts. However, we can provide reasonable alternative definitions for these operations and relations and all our proofs would still work the same. Here, we lay out what constitutes a reasonable definition.

Our contexts are an example of a general algebraic structure, called a partially-ordered left semimodule. Additionally, vectors and matrices of quantities also can also be seen through this abstract mathematical lens. This may help in future extensions and applications of the work presented in this paper.

We follow Golan [1999] in our terminology and definitions here.

**Definition 9.2 (Left $Q$-semimodule).** Given a semiring $(Q, +, \cdot, 0, 1)$, a left $Q$-semimodule is a commutative monoid $(M, \oplus, \vec{0})$ along with a left multiplication function $\cdot : Q \times M \rightarrow M$ such that the following properties hold.

- for $q_1, q_2 \in Q$ and $m \in M$, we have, $(q_1 + q_2) \cdot m = q_1 \cdot m + q_2 \cdot m$
- for $q \in Q$ and $m_1, m_2 \in M$, we have, $q \cdot (m_1 + m_2) = q \cdot m_1 + q \cdot m_2$
- for $q_1, q_2 \in Q$ and $m \in M$, we have, $(q_1 \cdot q_2) \cdot m = q_1 \cdot (q_2 \cdot m)$
- for $m \in M$, we have, $1 \cdot m = m$
- for $q \in Q$ and $m \in M$, we have, $0 \cdot m = q \cdot \vec{0} = \vec{0}$.

Graded contexts $\Gamma$ (with the same $[\Gamma]$) satisfy this definition, with the operations as defined before. Another example of a semimodule is $Q$ itself, with $\oplus := -$ and $\cdot := \cdot$.

Next, let us consider the partial ordering of our contexts. The ordering is basically a lifting of the partial ordering in the semiring. But in general, a partial order on a left semimodule needs to satisfy only the following properties.

Definition 9.3 (Partially-ordered left \(Q\)-semimodule). Given a partially-ordered semiring \((Q, \leq)\), a left \(Q\)-semimodule \(M\) is said to be partially-ordered iff there exists a partial order \(\leq_M\) on \(M\) such that the following properties hold.

- for \(m_1, m_2, m \in M\), if \(m_1 \leq_M m_2\), then \(m \oplus m_1 \leq_M m \oplus m_2\)
- for \(q \in Q\) and \(m_1, m_2 \in M\), if \(m_1 \leq_M m_2\), then \(q \odot m_1 \leq_M q \odot m_2\)
- for \(q_1, q_2 \in M\) and \(m \in M\), if \(q_1 \leq q_2\), then \(q_1 \odot m \leq_M q_2 \odot m\).

Note that our ordering of contexts \(\Gamma\) satisfy these properties.

We use matrices on several occasions. Matrices can be seen as homomorphisms between semimodules. Given a semiring \(Q\), an \(m \times n\) matrix with elements drawn from \(Q\) is basically a \(Q\)-homomorphism from \(Q^n\) to \(Q^n\).

For \(Q\)-semimodules \(M, N\), a function \(\_\alpha : M \to N\) is said to be a \(Q\)-homomorphism iff:

- for \(m_1, m_2 \in M\), we have, \((m_1 \oplus m_2)\alpha = m_1\alpha \oplus m_2\alpha\)
- for \(q \in Q\) and \(m \in M\), we have, \((q \odot m)\alpha = q \odot (m\alpha)\).

So the matrix \(\langle H\rangle\) for a heap \(H\) is an endomorphism from \(Q^n\) to \(Q^n\) where \(n = |H|\). Also, an identity matrix is an identity homomorphism.

Next, for natural numbers \(i, j, k\) and \(Q\)-homomorphisms \(\_\alpha : Q^j \to Q^j\) and \(\_\beta : Q^j \to Q^k\), the composition \(\_((\alpha \circ \beta)) : Q^j \to Q^k\) can be given by matrix multiplication, \(\alpha \times \beta\). The composition is associative. And it obeys the identity laws.

This makes the set \(V_Q = \{Q^n|n \in \mathbb{N}\}\) with \(\text{Hom}(Q^m, Q^n) = M_{m,n}(Q)\), the set of \(m \times n\) matrices over \(Q\), a category. We worked in this category. There may be other such categories worth exploring.

10 OTHER RELATED WORK

10.1 Heap Semantics for Linear Logic

Computational and operational interpretations of linear logic have been explored in several works, especially in Chirimar et al. [1996], Turner and Wadler [1999]. In Turner and Wadler [1999], the authors provide a heap-based operational interpretation of linear logic. They show that a call-by-name calculus enjoys the single pointer property, meaning a linear resource has exactly one reference while a call-by-need calculus satisfies a weaker version of this property, guaranteeing only the maintenance of a single pointer. This system considers only linear and unrestricted resources. We generalize this operational interpretation of linear logic to a graded type system by allowing resources to be drawn from an arbitrary semiring. We derive a quantitative version of the single pointer property in Section 6. We can develop a quantitative version of the weak single pointer property for call-by-need reduction but for this, we need to modify the typing rules to allow sharing of resources.

10.2 Combining Dependent and Linear Types

Perhaps the earliest work studying the combination of linear and dependent types was proposed in the form of a categorical model by Bonfante et al. [2001] who were interested in characterizing how a linear dependent type system should be designed. A year later, Cervesato and Pfenning [2002] proposed the Linear Logical Framework (LLF) that combined non-dependent linear types with dependent types. This paper spurred a number of publications, but most relevant are in the line of work which extend dependent types with Girard et al. [1992]’s and Dal Lago and Hofmann [2009]’s bounded linear types. For example, Dal Lago and Gaboardi [2011]’s dPCF, a sound and complete
system for reasoning about evaluation bounds of PCF programs. Dal lago and Petit [2012] also show that d/PCF can also be used to reason about call-by-value execution. Gaboardi et al. [2013] develop a similar system called DFuzz for analyzing differential privacy of queries involving sensitive information. In the same vein, Krishnaswami et al. [2015] show how to combine non-dependent linear types with dependent types by generalizing Benton [1995]’s linear/non-linear logic. But all of these work had some separation between the linear and non-linear parts of their languages. Quantitative type theory [Atkey 2018; McBride 2016] provided a fresh way to look at this problem by combining the linear and non-linear parts using a resource semiring.

10.3 Irrelevance and Dependent Types
There are several approaches to adding irrelevant quantification to dependently-typed languages. Miquel [2001] first added “implicit” quantification to a Curry-style version of the extended Calculus of Constructions. Implicit arguments are those that do not appear free in the body of their abstractions. In Miquel’s system, only the relevant parts of the computation may be explicit in terms, everything else must be implicit. Barras and Bernardo [2008] showed how to support decidable type checking by allowing type annotations and other irrelevant subcomponents to appear in terms. In this setting, irrelevant arguments must not be free in the erasure of the body of their abstractions. Mishra-Linger and Sheard [2008] extended this approach to pure type systems. More recently, Weirich et al. [2017] used these ideas as part of a proposal for a core language for Dependent Haskell. We have followed their design in making the usage of irrelevant variables in the co-domain of Π-types unrestricted. Specifically, the irrelevance (−) tag in their language corresponds to the 0 grade in our language.

11 FUTURE WORK AND CONCLUSIONS
Graded type systems are a generic framework for expressing the flow and usage of resources in programs. This work provides a new way of incorporating this framework into dependently-typed languages, with the goal of supporting both erasure and linearity in the same system.

We designed a graded dependent type system GraD and presented a standard substitution-based semantics and a usage-aware heap-based semantics. The standard semantics does not have the ability to model use of resources. But the heap-based semantics can track usage during evaluation of terms. Further, the heap-based reduction relation enforces fair usage of resources. We show that the type system is sound with respect to this heap semantics. This implies that the type system does a proper static accounting of resource usage.

As always, there is more to explore: What additional reasoning principles can we get from our heap semantics? What happens when we add imperative features—like arrays—to our language? What would a general form of equality up to erasure look like? What happens when we add multiple modalities, all of them graded, to our language?

The answers to these questions may have theoretical as well as practical implications. Currently, languages such as Haskell, Rust, Idris, and Agda are experimenting with dependent and linear types, as well as the more general applications of graded type theories. We hope that this work will provide guidance in these language designs and extensions.
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